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Adaptive Robust Control of an F-15 Aircraft

James Fisher S. Craig Smith John Burken

Abstract— Adaptive Robust Control (ARC) is implemented The reference model can be any dynamic system whose
in conjunction with dynamic inversion to control the response  response exhibits the desired flying qualities. The work of
of the F-15 IFCS aircraft. Adaptive Robust Control as de- the dynamic inversion (DI) and the robustifying outer loop

scribed by Yao [1] combines the ability of adaptive control to . .
deal with uncertainty in model parameters with the ability of IS to ensure that the system adequately tracks this reference

sliding mode control to deal with exogenous disturbances and Model. _ _ g
other uncertainties. Pilot inputs are translated to roll, pitch, Adaptive control techniques seek to utilize the assumed

and yaw rate commands. The nonlinear dynamic inversion structure of equations of motion by dealing with uncertain-
(D1) controllaw decouples the system to allow tracking of these a5 iy model parameters. If these parameters are slowly
commands. ARC is implemented in a control loop outside the . .
DI control loop to provide tracking performance in the face varying or do not change at a_” then adaptive control an
of modeling uncertainties and actuator failures. The control have great success. However, in the presence of uncertainty
is simulated using a full nonlinear 6-DOF simulation of the that lies outside of the assumed structure of the models
F-15 IFCS aircraft. or in the case of rapidly changing parameters, there is no
guarantee that the system will behave as the pilot wishes,
or that it will even remain stable (with stability being
This paper describes the application of an adaptive robudéfined as the convergence of the system output to the
controller (ARC) to aircraft flight control. The control reference input) [3], [1]. Beyond this, there is no guarantee
action is based upon an uncertain model of aircraft behaviarn the speed of this convergence. It has been shown that
The assumed nature of the uncertainties is what guides cahpersistence of excitation conditions are not satisfied, the
troller design. For our purposes, the uncertainty is groupesbntrol can be very sensitive to disturbances.
into two broad classes: 1) slowly varying with known The ability of sliding mode control (SMC) to deal with
functional form (variations in the aerodynamic coefficients)parametric and unstructured uncertainty while guaranteeing
2) quickly varying with unknown functional form. For the tracking performance makes it very desirable for flight
purposes of this paper, the first type of uncertainty wiltontrol applications. In addition, it does not require any
be refered to as “parametric” and the second refered to age of fault detection or explicit control reconfiguration [4],
“unstructured”. [5]. To achieve perfect tracking, SMC relies on an infinitely
Ultimately the effectiveness of aircraft control is evalu-fast switching control which when approximated in practical
ated by a human operator. This makes it difficult to judgémplementations can lead to chattering. While this is well
performance solely based on numerical responses. Whkaown and has been dealt with in a variety of ways,
flying qualities can be related to frequency and dampintyacking error is usually only guaranteed to be in some
requirements at various flight conditions, there remains laoundary layer region [1], [3], [6], [4]. Sliding mode control
certain amount of subjectivity in the judgement of theand in particular the continuous approximation (a(gat
response of the system. In this paper, a dynamic inversidanction used in place of the sgifunction) can be thought
control is implemented as an inner loop with Adaptiveof as very high gain control. In aircraft problems this
Robust Control as an outer loop [1]. This is similar to thdeads to rate/position saturation of the actuators which can
neural network approaches such as the one described in [&sult in instability. Several authors have investigated means
The purpose of this controller structure is to decouple th preserve stability in the presence of of rate/position
axes of the system in the presence of modeling uncertaintieaturation [4], [5]. The problem of rate/position limits is
and/or actuator failures in a way that is desirable for thaot specifically addressed in this paper, though included in
pilot. The failure mode considered in this paper is a stuc&imulation model.
control surface. It is important to note that with this form Adaptive Robust Control (ARC) as described by Yao in
of implementation much of the work required to acheivdl] provides a bridge between the two methods described
certain flying qualities is done in creating a reference modehbove. The control consists of a sliding mode portion
which ensures stability as well as performance (in the
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Il. NOTATION The adaptive robust control law which ensures the con-

The following notation will be used throughout this Vergence of the system given by Equation (1) to the sliding
surface £ = 0) is given below.

paper. The nomenclature for aircraft parameters is fairly

standard and is adopted from [7]: v o= Vst 4)
D, q, T roll, pitch, and yaw rates of an aircraft . A
da, 0c, 6, Synthetic surface position commands Voo = &r—brp(x,t) ©)
o angle of attack vs = —kz—up (h (z,t), Z) (6)
I6; sideslip angle . T
PI pilot inputs 0 = zp(a,) v @)
F(s) precompensator: converts Pl#0g, r cmds  They, portion of the control can be thought of as the sliding
sgn(z) sign of mode portion, providing stability in the face of disturbances
sa(z) safz) : R" — [-1,1] and transient performance guarantees (through selection of

k) [1]. The v, term is the adaptive portion of the control

law. It consists of an approximate inversion of the dynamics
The motivation for using Adaptive Robust Control in(é,rcp(x,t)) as well as feedforward controli,. If 6, is

a particular application is to achieve a combination ofeplaced with a nominal approximation or best guess for

the transient performance and robustness of sliding mode SMC is recoverd.

control with the steady state error guarantees of adaptiveThe vectoré, = (0r1,...,0:p). The (-)r; function

control. As a simple example, consider a scalar dynamidenotes a projection mapping of a variable of¥g. One

system with state x and inputdescribed by the following possible implementation is the following.

1. SUMMARY OF ARC AS PRESENTED BYYAO [1]

differential equation: 0 0 € Qq,
T = 0@ (1’7 t) + v+ A (:E, t7 ’LL) , X € R, 0 e ]Rl Xp (1) 97ri = Zi,mam g > Ziﬂnaz (8)
i,min < i,min

The variablef represents a vector of unknown parame- _ _ _ o
ters, (61, ...,0,). The effect of eact; on the derivatives ~ The functiony (h (z,t) wZ) is the effective sliding mode
of the state is a known function of the state and timeportion of the control. If u(h,z) = h(x,t)sgnz), one
@;(z,t). Unstructured uncertainty, denotédz, ¢, ), may is assuming infinitely fast switching and a discontinous
be functionally dependent on time, the stateand/or the control law (standard SMC). A continuous approximation
input. This allowsA(z,t,u) to capture the effects of both is made for the signum function, resulting jn(h, z) =
exogenous disturbances and unknown dynamics. The values:, t)sa(z/<). The following is a sufficient condition to
of # and A (x,t,u) are not known, but are assumed to havguarantee convergence to the sliding surface (or a boundary

known bounds. layer in the case ofi(h, z) =h(z,t)salz/¢)).
0y = {9 0 min < 0; < 9a} @) [h(z, t)] > ‘(9 - 9}) ez t) + Az, tu)| - (9)
A (z, t,u)] < d(x,t), di=1...p The v term in equation (4) is a positive constant (or if

] ) ) ) o(x,t) is a vector, it is a diagonal positive definite matrix).
The functiond (z, ) is bounded with respect to time suchpyqof of stability for this control law can be found in [1]

thatd (z(t),t) € Loo Wheneverz(t) € Lo (as the proof to Theorem 4 in Chapter 2).
The output variablea) should track a reference,(t).
Define the tracking errore = x(t) — z4(t). The SMC IV. WHY USE ARC INSTEAD OF SMC?

portion of the control will be based upon a filtered tracking In flight control applications of SMC it is common to
error. Auxillary variablesz., z, y., and z, are defined include an integrator as part of the sliding surface [6], [4],
as follows (. = filter states,z, = filtered reference, [5], [8], [9], [10]. The objective of this inclusion is to deal

» Zfiltered error): with steady state errors. SMC regulates the filtered error
response { — 0). The stability of the linear differential
Te = Acxe+ Bee T. € R, A, € R"eXe, equation governing the sliding surface requires that every
z = Caet+e=y.+e B.eR™ C, R term that makes up the surface must decay to zero when
= x—ux, T, 2 zq(t) — ye z = 0. If an integrator is included as part of the surface and

(3) the SMC forces the system onto the sliding surface, the
The system given byA., B, C.) is a filter for the tracking integral of the error must go to zero &s» c. In essence,
error. The sliding surface associated with the SMC portiothe control variable becomes the integral of the error instead
of the control is described by = 0. The dynamics on the of tracking error. On face, this does not sound out of the
sliding surface are designed usif., B., C.). The transfer ordinary. However, if the dynamics of the system were to
function frome to z has relative degree zero. The tern  suddenly change resulting in a positive integral of the error,
is a filtered version of the commandj,. the system must undershoot by the same amount to allow
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the sliding surface to decay to zero. If a saturation functioeaturated meaning the integral portion.efbecomes zero.

is used, removing steady state error is accomplished Mhe integral portion of; may reduce gain but is otherwise

maintaining a steady-statevalue. unbounded. Third, if more is known about the model, these

Using a signum function, there is an obvious differenc@arameters can be included in the ARC law. This is not

between ARC and SMC. With a saturation function, it mighpossible with SMC.

seem that these control laws would be equivalent to one ARC is proposed as a means to utilize the transient

another. This is not the case. As an example, consider tperformance of sliding mode control and its abilities to

following dynamic system: reject disturbances. ARC can also account for the the steady
) state errors and the slowly varying dynamics without the
& o= dt)+v (10) drawback of including an integral as a part of the sliding

d(t)] < D surface. This allows the system to achieve the sliding

surface £ — 0) even when using a saturation function in

The objective is to regulate the state; (— 0). The X
the SMC portion of the control law.

magnitude of the disturbancei(t), is bounded byD.
The continous approximation of SMC with an integrator

V. PITCH EXAMPLE
included as part of the sliding surface has the following

form: A dynamic model for an aircraft can be put into the
form described in Section Ill. A block diagram showing

v = —kiz — Disalz /e) (11)  how the control would be implemented on the pitch axis is
¢ given in Figure 1. Linear dynamic models are considered

a = =)+ )‘/O x(t)dt for simplicity in this section. For small variations around

When the saturation operates in the linear region the abo@eSlngle flight condition, the pitch dynamics of an aircraft

control law becomes: can be modeled by the following.

t U U U
1/1:7(k1+D1/€+)\)(£7(k1+D1/€)>\/ zdt (12) a | =A4A,| a | + By, y=C,| a | =q¢
0 .
When the saturation function reaches its upper limit the 1 1 (17)
SMC law becomes the following: It is assumed that there is a one dimensional synthetic

t control, 6., which will be allocated to the pitch actuators
vi=—(ki+ Nz - kM/ xdt — Dy (13)  (for the F-15 IFCS aircraft it is the stabilators only). The
0

) ] ~_stick input is considered as the source of a pitch rate
The ARC control law with continuous approximation iscommand.

given by the following (4 is modeled with &): A dynamic inversion control (with respect to the dynam-
Vo = —kozs — Dosalzs/e) — b (14) ics of ¢q) applied to the system with dynamics given by
Equation (17), results in the following closed loop.
zo = z(t)
6 = Y22 =YX v

) i=Cy (A= BPICA,) | a | +CyByPliae, (18)
When the saturation operates in the linear region, nis q

not saturated: P )
In the above expressioit;,, A, are the nominal values of

t ~
vy = —(ky + Dy/e) x — 7/ x(t)dt (15) B, and A, respectively. The variabl@ represent<’, B,,.
0 The (-)T function is used to represent a generalized inverse.
If the saturation function is at its upper limit, bdt has f the plantis modeled perfectlyd, = B, and A, = A,),

not reached a limit: q= qfl%' . ) )
' This will not be the case in the presence of either
vy = —kox — 7/ z(t)dt — Dy (16) modelipg errors or disturbances. Modeling errotg ¢ A,,
0

B, # By, etc.) result in governing (closed loop) equations
In both control laws, when operating in the linear regiorof the form:
of the saturation function, the result is porportional-integral ) )
control. Using Equations (12) and (15) gains can be selected ¢ =0uu+baa+ 049+ 04, qdes (19)

that make the control laws equivalent for this case. UpOheres. 6. 6. andd. depend on the modeling errors
. . .. . uy Yooy Vg ddes "
reaching a saturation limit, the gains that the two contrgk yhe ajrcraft were to experience an actuator failure where

laws equivalent do not make Equations (13) and (18}, 5ctyator became unresponsive we might model the closed
equivalent. There are three major differences between Aagop as the following.

and SMC. First, the integral gain far; changes when
|z| > €, but does not change far,. Second,d, can be G =0uu+ 0o+ 0,9+ 6, dies + A(t) (20)
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In flight, variations ing are much larger than those of B. ARC Implementation

a or u. Additionally, in the face of a constant exogenous The objective of the dynamic inversion control law is
disturbance such as a stuck control surface, we will haveg gecouple they, ¢, andr axes. This means it is desired
new equilibrium point in terms of our uncontrolled statesg, our system to be diagonal (when linearized) and that
o and u. Define the new trim points as; and u:. Let  any off diagonal terms can be treated as perturbations.
& =a—a andi = u —u;. Now define As a result three independent loops are utilized (one for
Ot + Opce = 0. + 0,1 + 0@ (21) each axis). Figu_re 2 depicts a bl(_)ck diagrz?lm of this con-
trol implementation. For each axis (roll, pitch, yaw) the
Where 0. = 0,u; + 0,a;. This allows us to model the control law presented in Equation (4) is used. For this
unknown constant perturbation as part of our shape fungxample, the shape functiorp(,t)) used is a constant,
tion. The 6,4 and f,a terms can be used to capture thel, |In addition, a continuous approximation to SMC is
perturbations from the new trim. The dynamics can besed. The sliding mode portion of the control is set as
expressed as follows: p(h(z,t),sgn(z))=h(z,t)sat (£), wheree is a positive
0 = 0,0+ 00+ 00+ 0ud+ 0, daes + Alt) (22) constant andi(z, t) obeys Equation (9). The ARC control

i e is of the following form:
= eqq +0.+ Qdes + A (ﬁ, Qdess @, u) . . R
Pcom = Pr — 971—7]3 — k'pr — hpSCLt (Zp/€) (26)

The shape function (denoted @z, t) in Equation (1)) for . e b —kwh (o))
the pitch dynamics i$ ¢ 1 ]T. If desired, thg,, term can ?C‘”” o (f”“ Tma T NqZq T MqSAt 2/ E
be treated as part of the disturbankeas well. This would Feom = Tr—0nr —krzp — hysat (2 /€)
turn the adaptive portion of the control into pure integras. Numerical Results

control. Iq this manner, we are allowed to |.nc.:lude an mtegral Presented here are simulated F-15 IFCS aircraft responses
control without having it as part of the sliding mode. Th|sbo

ives the benefit of removing steady state error without th th before and after failures occur. A reference model that
9 9 y Jescribes desirable flying qualities and converts pilot inputs

drawback of forcing our primary control variable to be theto nd f ianals is ai Th ;
integral of the error. p, ¢, andr reference signals is given. The performance
of the control scheme is evaluated in terms of its ability to
V1. 6-DOF RESULTS track the reference signal. The ARC ensures the robustness
of the dynamic inversion control law to modeling uncer-
. . tainties and/or failures. The data presented here is at Mach
The dynamics of an aircraft can be represented by 0.75, 20,000ft. In the course of flight a stabilator failure
i=A(x,y)+ B(z,y)d (23) occurs at 8.5 seconds. The stabilator fails to 50% of its
o maximum positive value and remains here for rest of the
wherez = [p,q,r]", y is made up of all the all other gimyiation. There is also mismatch between the simulated
flight condition variables and aircraft parameters, @né  model and the model used for the DI. Rate limits as well
[0, 8,]". This is a generalization of the full dynamic a5 position limits are included in the model, though not
equations of motion for the body axis rates as given i'éxplicitly addressed by the ARC.
[7]. The terms in Equation (23) can be used to invert the Figures 3 and 4 give the roll and pitch responses of the
dynamics and “replace” them with the desired dynamicgjrcraft respectively. The yaw response of the aircraft is not
(see Figure 2). Figure 2 shows a block diagram of thighown here for space reasons, but closely resembles that of
implementation. The precompensator, I6s), takes pilot Figure 3. Due to security issues the data presented in the
stick commands and converts themyioj, andr reference paper will be scaled by its maximum value. The reference
signals. The objective of the DI inner loop is to control thesignals are selected to excite each axis both independently
values ofp, ¢, andr. The controls come in the form of ang in conjuction with one another. This sequence of
the 0 vector which are synthetic control commands for ro”synthesized references is designed to exhibit coupling in
pitch, and yaw. These synthetic controls are then allocatefle axes. This is important from a pilot standpoint because
to the actuators. In our example, this is done through a staiicis yndesirable to attempt a pitch maneuver and get a
control allocation of the form. large amount of roll or yaw. The references were also
S=T6 (24 chosen pecause they are fairly aggressive. At first glan.ce,
~ the tracking results do not seem to be as good as one might
The actual surface commands are the elements oféthehope. However, it is the goal of this paper to push the limits
vector. The control allocation (be it static or dynamic)of the system. The inputs are rapidly varying and excite
must be included as part @8 (z,y). B (z,y) € R**® is  all axes simultaneously. These results are indicative of the
invertible. The dynamic inversion control law takes the forntesponse over the entire flight envelope.
. -1, Stabilator failures have the largest effect on the response
dacs = B (@,y) ~ (Faes — A (@,y)) (25) of the pitch axis. Only two actuators control the pitch re-
wheretges = [Pdes, ddess f*des]T. sponse, the left and right stabilators. The two stabilators are
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also used in roll control. The result is a very large induced
roll to pitch coupling. The objective of the control scheme is
to account for this coupling without any “knowledge” of its
existence. Upon examination of Figure 3 we see that there
is little coupling in the roll axis due to pitch commands. For
example, at about 14 seconds, there is a large pitch input,
but the roll command tracks its reference closely. The same
holds true for the yaw response (although not shown here).
In the pitch response (Figure 4), we see pitch errors as
a result of roll command after the failure. This is evident
at t =15s in Figure 4. This is because the commanded

maneuvers are aggressive enough to reach actuator rate

limits consistently.

These figures also demonstrate the transient response of

the aircraft to the failure. The simulated pilot does nothing

to bring the aircraft under control. In this sense, the aircraft — ]

should be “hands-off” stable at the occurance of a failure.
Figures 5 and 6 show the tracking error responses of the
system. For roll and yaw (Figure 5), the error just after the
time of failure ¢ = 8.5) is of the same magnitude as the
time previous to the error. The sudden introduction of a
failure into the system has a small impact on the tracking
error. The impact on the pitch axis is larger. The result is a
lag-like behavior that occurs after a failure (see Figure 4).

Figure 7 shows the stabilator responses for the simulation.
At the time of failure (8.5 seconds), the right stabilator
moves to its failure position and sticks. This leaves only
one pitch actuator to both deal with the steady state pitch
moment and to track pitch commands. The stuck stabilator
also induces a constant roll rate disturbance. This is coun-
tered both by the ailerons and the other stabilator. Figure 8
shows the left aileron response of the aircraft. The ailerons
are used differentially, so the right aileron response is theg
negative of the left.

VII. CONCLUSION

Adaptive Robust Control is used to control an aircraft ®
in the presence of uncertainty in model parameters antl
actuator failures. ARC is implemented as an outer loop
to a full nonlinear dynamic inversion control law. Pilot
commands are converted to desired roll, pitch, and yaw
rates which are tracked by the combination of ARC and the®!
dynamic inversion control law. The control maintains good
tracking accuracy during fairly aggressive maneuvers in the
presence of actuator failures. This is accomplished without®!
requiring any control reconfiguration or failure detection
algorithms. Simulation study of the response of a 6-DOF7]
full nonlinear model of the F-15 IFCS under ARC control g
(with actuator rate and position limits included) allowed
trained pilots to acheive performance in the presence of
failures that could not be achieved in the absence of thi?g]
technique.
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