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Abstract! -- In this paper, we present the design of a TCP
ACK pacer which regulates the downstream buffer occupancy
at an edge router in the Internet to avoid Quality of Service
(QoS) damaging congestion while maximizing the link
utilization. This technique has the advantage of requiring no
changes in exiging TCP implementations. Based on a
feedback system representation of the network, a Pl-type
controller is proposed to determine the aggregate ACK
releasing rate according to the buffer occupancy. This
approach is scalable in that it requires no per-flow state
information. The robustness of the controller is addressed
with respect to the syssem uncertainty such as the traffic
dynamics and the system delay. Generalizations of the control
objective are discussed as wel. A specia case of the
controller, corresponding to a proportional plus lag
compensator is analyzed and used to provide a systematic
approach for satisfying a given delay requirement. Numerical
examplestoillustratethis approach are also given.

I. INTRODUCTION

and packet losses while maintaining high bandwidth
utilization is to properly manage the downstream taffi
flow by traffic shaping and/or packet buffering
mechanisms. Some well-known approaches in this area
include token bucket rate limiting [1] and Random Early
Detection (RED) [2]. The burstiness of Internet dedéfic
today is caused largely by Transport Control Protocol
(TCP) traffic. The well-known TCP congestion cohtro
mechanism maintains a dynamic congestion window at the
source node where the window size increases whenever a
acknowledgement (ACK) is received before its
retransmission timer goes off. Therefore, a logicahmse

for shaping TCP traffic flows on the downstream is toepac
the delivery of the ACK packets, as appropriate, on the
upstream [3], [4]. When the traffic load is low, thegimg

may not be necessary; however, the shaping oughéto b
more aggressive when the edge router experiences an
increasing downstream traffic load. This is the ratien

Providing differentiated Quality of Service (Q0S) is Ofyenind the ACK pacer presented in this paper.

increasing importance in broadband networks.

AS When compared to the per-flow token bucket algorithm

sustained congestion at a router may trigger excessi¥einhe forward (downstream) path, ACK pacing has the
packet dropping and render its QoS capability ineffectiveytential advantage of drastically reducing the buffer
traffic control methods capable of minimizing suchequirement at the edge router since holding ACKs
damaging congestion occurrences are essential for @8ically requires much less buffer space than holding data
router to deliver per-flow QoS. In this paper, we considgfackets in the forward direction. The advantage of ak AC
the congestion control problem at an edge router thﬁ‘éoer over approaches such as RED, is that the ACK pacer
connects an end-user access netwprk to the core @hterleeks to proactively regulate TCP traffic at their sesirc

In many cases, an edge router is able to control thgile RED reacts to emerging congestion by dropping

upstream traffic flows (from the access network tocibre)
through the data link layer access control or flow contr

Oijackets.2

The general idea of ACK pacing has been
ntroduced in [3], [4] and [9]. The present algorithm differs

However, such techniques cannot be applied t0 & that of [3] and [4], in that it adapts to the aggregate
downstream traffic (from the core to the access MVO yaffic load as represented by the downstream buffer

that originates elsewhere in the Internet.

Thereforgecupancy, rather than to individual flows states, fnd t

congestion is more likely to occur in the downstreamy,gs to a more scalable implementation. In additiaes

direction as traffic bursts arrive at the edge routenftbe

the proposed ACK pacer does not need to write into the

high-speed ingress links and are directed to the lop@ees  AcK header, it is capable of controlling encrypted flows

access links.

Consequently, it is desirable to have gfg js thus different from the TCP rate controllempsed

effective means of minimizing downstream congestion ip, [3]. The approach in [9] is also based on the aggregate

the QoS solution of the edge router.

traffic load, but uses a different type of controller aoés

An effective approach to prevent damaging congestion
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2 packet dropping can be avoided in RED if Expli€ibngestion
Notification (ECN) is used; however, this requitbat the end-user TCP
implementation be modified to be ECN capable.
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not offer a systematic approach for setting the paense basic control strategy of the ACK pacer is as follows:
or analyzing the performance. TCP pacing has bed) Activate the ACK pacer when the queue lenB()

considered in other contexts as well, such as impgatie exceed®;
initial transient performance in networks with large2) Deactivate the ACK pacerkt) falls belowB,;
bandwidth delay products [12]. 3) When activated, adjust the ACK releasing rate to keep

Because of the feedback nature of the TCP congestion B(t) below a threshol@,,,
control mechanism [5], adaptive control methods h&ee twhere 0 <B, < B; < By,.
potential to guide the design of an ACK pacing algorithm. The reason for setting the activation and deactivation
Starting from a state-space representation of thgestion thresholds for the ACK pacer is to avoid over-contrgllin
window dynamics, we proposed aa-tracking load- It is obvious that we do not need to hold upstream ACKSs at
adaptive ACK pacein [6]. In this paper, a Pl-type ACK all if the bottleneck link is far from over-loaded. An
pacer is investigated. PI controllers have been usetthén o additional buffer increase should also be provisioned for,
networking problems including explicit rate control inbefore the ACK pacer takes effect. The threshBig
ATM networks [7], [11], Active Queue Managementwhich is the desired upper boundRBit), is determined by
(AQM) in TCP/IP networks [8], and QoS adaptation [13]considering various network characteristics, such as packet
Compared to the heuristic algorithm presented in [6], tHetency requirements and any AQM scheme for the
control theoretic modeling of the network presentedhis t downstream buffer. For example, if the router buffer
paper is more rigorous so that the stability and rolesstn implements a Tail Drop schenig, may be set equal to the
of the controller can be mathematically analyzed. physical buffer limit; if RED is used for the AQNBs;, may

The rest of the paper is organized as follows. The nebe the threshold at which the random early dropping begins.
section describes the network model and the basic ¢tontro
strategy of the ACK pacer. System dynamics are preden . SysTEMDYNAMICS

in Section Ill. In Section IV, a Pl-type ACK pacer is Consider the case wheh unlimited TCP sources are
characterized in both the time domain and the frequeng¥nding data through the edge router. Each of these source
domain based on the feedback control representation ofrgnsmits constant sized segments as fast as its stmge
sampled data system. In addition, sufficient andss20§ \yindow allows and that the receiver advertises a ctamis
conditions on the ACK pacer parameters for a stals®sy flow control window throughout the TCP session. The
are derived. The system'’s robustness with respecteto fiansmission rate of such a TCP source is determined by
aggregate traffic uncertainty and the delay jitter igoth the number of ACKs received and the congestion
investigated in the same section, and a generalizatitre 0 \yindow size. We denote the traffic sending rate and the
control objective is discussed as well to include filereack receiving rate of thé" flow at timet asr;(t) anda(t)
versions of the buffer occupancy. In Section V, aemofespectively, both measured in bits per second (bps}.
systematic design methodology for one example of thgt) denote the congestion window sizavd of the i
controller is presented to guarantee a specified delgyffic source at time; this is measured in TCP segments
requirement. Some numerical results are given in Sectighere all segments are assumed to be of the sameTsiee.

VI. Finally Section VII summarizes the paper. dynamics of a TCP connection can be approximated by the
following equation:
Il. NETWORKMODEL r(t) = La, (t) + Ly (1) (1)

Consider a network where an edge router connects gRerelp (bits) is the downstream data segment lenith,
end-user access network to the core Internet. ThK AQhits) is the upstream ACK segment length, bad_p/La.
pacing algorithm proposed here deals primarily with the The TCP congestion control algorithm dynamically
traffic control for the downstream traffic (i.e.affic from  adjusts the congestion window according to the network
the core to the end-user) at the edge router. Assurhe tS@te. In itslow startphase, the sender increasesadived
the link capacity between the core network and the edpgg one segment upon the receipt of each ACK. In its
router is sufficiently large so that it does not impes§ congestion controphase, however, thewnd is increased
restrictions on how fast data packets and ACKs can flogy one for everycwnd ACKs received. If thecwnd is
between TCP sources and the edge router. On the otfag@ger than the amount of data which the receiver iingil
hand, the link between the edge router and the accesSeceive in the future, the connection entersatsiration
network, denoted a€ (bps), imposes constraints on thephase, and thewnd stops increasing. Therefore the
bandwidth available to TCP receivers, and hence mayolution of the TCP congestion window of sourcan be
develop a bhottleneck. The objective of the ACK pacev is summarized as follows:
maximize TCP “goodput”, while controlling the
downstream buffer occupan8t) (bits) at the edge router
to reduce the latency and minimize packet losses. The
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at)/L, ,if in slowstart; the ratio between the aggregate source transmissien rat
W (t) =4a () /(L,w (1) if in congestioravoidance;(z) and the aggregate ACK receiving rate, r¢)=Ma(t). The
exact value oM depends on the congestion state of TCP

_0 if i saturatian. sources. From (1) and (2) it can be obtained that the
Neglecting the delay between the source and the ed@gation betweem(t) anda(t) is:

router, we have

N 2La(t) ,if in slowstart;
B(t) = ;ri ® _NC it B()>0 . (3) nt) =@+ ﬁ)Lai t) |f ?n conges.tioravoidance';(S)
max{O,Zri (t)—C} Jif B(t)=0 La (1) ,if in saturatian.

From (5) it follows that <M< 2L. Thus, if all flows are
Equations (1) to (3) imply that both source transmissidf slow starf we haveM=2L. If all flows are incongestion

rates and the buffer occupancy can be regulated implicithvoidanceand have the same window sige we have

by adjusting the ACK releasing rate at the edge router.  M=(1+1/w)L. If all flows are insaturation we haveM=L.

Assume that the bottleneck link is overloaded, i.e., the

Iv.  PI-TYPEACK PACER downstream buffer at the edge router is never empty. The
We consider a sampled-data control model shown Ruffer occupanci(t) then evolves as:
Figure 1 for a system consisting of an ACK pacer and a B(t) =r(t)-C. (6)

TCP/IP network where the bottleneck may develop in the Note that the total delay of the network transmisson
downstream access link. The input to the controller igsually time varying, and is not accounted for in (4)-(®
sampled everyl seconds, and the discrete time index Section IV.E we will discuss the robustness of theéesys
corresponds to the continuous tirenT. In particular, with respect to different delays, and in Section V aemo
a(n) and a(t) (bps) are used to denote the aggregaiystematic design procedure will be studied to meesioert
upstream ACK releasing rate at the output of the ACHelay requirements.

pacer in the edge router whithadjusted every seconds. . .
The control targetB, (bits) is determined by dropping B. Frequency Domain Transfer Function

thresholds of AQM schemes or the latency guarantee oflt can be shown that the sampled-data system in Figure
data packets. The error sigredt) equalsB,-B(t), and the is equivalent to the discrete-time feedback loop of Figure

input to the controller is(n), the sampled value eft). in the frequency domain through the zero-order hold
equivalence transformation [10].
Te a(n) a(t)

Bo +__e() (n] Ack Network | B(®) {cm}
~ 0P Pacer P ZOH —P Response {Bo} + e(z) a(z) —¢ B(z)
———iffp—»— HE) | —B 6@ PO

Figure 1 Time Domain System Block Diagram Figure 2 Zero-Order Hold Equivalent System

A. Time Domain Characterization Here{Bo} and{C} are the Z-transform of step inputs of
The time domain response of the ACK pacer, a Pl-typaagnituded3, andC respectively, and

controller, is given by ) 1
a(n) = a(n—-1) + K [e(n) - e(n—1)] + K, e(n) (4) Hz) =22 -k, +K : @

_ ez ¢ V1-zt
whereK, andK, are gain parameters of the controller. )

The function of the zero-order hold (ZOH) is to keep th  G(z) = MTZ—4- (8)
input value at the same level between two successive 1- ) o
adjustments, i.ea(t)=a(n) for nT < t < (n+1)T. The open-loop gain froqBo} to B(2)is given by

The network response can be considered to be consisted;o(z) :w, 9)
of two concatenated components. The first component 2" -2z+1

characterizes the behavior of the traffic sourceshe Where X=K\MT and Y=K,MT. Finally, the close-loop
second component describes the downstream buffgansfer function fronfBo} toB(z)is given by
occupancy fluctuation at the edge router. G(2) = (X+Y)z=X . (10)
Let r(t) (bps) denote the aggregate downstream traffic Z+(X+Y-2)z+ (1- X)
arrival rate at the edge router at titne Assume that the .
C. Stable Region

delay between the edge router and the traffic source is o -
negligible, then we haver(t)=r(t)+...+ry(t) and A sufficient and necessary condition for the system to

ah=ay(t)+...+ ay(t). The dynamic response of trafﬁcremain stable is that the denominator polynomial of (10)

: . . has no roots on or outside the unit circle. Based oyisJur
sources can be captured by a unitless parariktehich is . . . )
P y P stability test [10], input-output stability can be guaraniéed
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and only ifX andY satisfy following conditions: seconds, a largdr will slow down the controller’s reaction
0<X<2 0<Y<4-2X. (12) to a steep change nft). On the other hand, decreasifg

Therefore, gain parameters of the Pl controligrand Will shorten the time for the ACK pacer to respondtte
K,, can be selected as follows. First, pick a pzirY) traffic congestion, but only up to the point whérés still

within the stable region. Then, for the gidrandT, set no smaller than the round trip delRy'D between the edge
K, = X/(MT) K, = Y/(MT) (12) router and traffic sources. Ondegets smaller than the
X ! y — )

RTD, the adjustment in the ACK releasing rate from the
controller no longer effects the buffer occupancy after
seconds, and thRTD becomes the limiting factor for the
D. Robustness Analysis with respect to M response time of the system. Thus a trade-off exists
Equation (12) shows tha¥l is directly related to the betwegn the systgm responsiveness with r.espect to the
design of controller gaink, andK,. However,M is time emerging congestpn and the robustness with respect to
varying and has to be estimated in a real system. \{glays when choosirg
propose to use a nominil to determine values &, and Numerical results show tha®i /«x) decreases asand
K, instead of estimating it continually. The criterifox Y increase, and the maximum tolerable delay for gien
choosing a nominaM is that the system should remain@ndY is readily calculated using Equation (13). Therefore,
stable regardless of the actual valuevbf The following for @ specified delay requirement, different valueX aind
lemma asserts that there exists a nominal valud tfiat Y may be tried until an appropriate choice is found. In

Notice that the stable region @£, Y)is convex, and is
independent of, the bottleneck link capacity.

satisfies this criterion. Section V, we will consider a more direct design pdoce
Lemma: UsingM=2L as the nominal value can guaranted? Which the ACK pacer is the concatenation of a
the system stability under all possible valueMof proportional and a lag compensator. The controller

The proof is based on the fact that the stable regiél¢Signed in this way is a special case of the ACK pafcer
characterized by Equation (11) is convex, and thattaete the form (7), but with a structure that leads to a syatiem
value ofM is bounded by and2L. design to satisfy a given delay requirement.

If we have a reliable estimate of the maximum value of g Generalization of the Control Objective
M and it is smaller thadlL, then larger values &, andK,
can be used while still guaranteeing the stability. Th[ﬁ
advantage of largef, andK, is a better transient behavior
of B(t). Specifically, as the difference between the nomin
and the actual value ®fl increases, the overshoot and th
settle time increase as well.

In the previous analysis, the control objective ikeep

e instantaneous buffer occuparBft) at sample times
around a desired valu&, which is directly related to the
%QOS delay requirement assuming that a simple firfitst

But queuing discipline is used at the edge router. We note
that a different control objective may be more appeberif

E. Robustness Analysis with respect to Delay a more sophisticated AQM scheme is used or if a QoS

Previous results are obtained based on assumptions figguirement other than the queuing latency is of interest
the ACK pacer adjusts the aggregate ACK releasing rdfstead. In this section, we cons@er a generalizatiche
every T seconds, and that network delays are negligibl8YStém to accommodate such variations.

However, in a practical environment, these delays may beThe modified system is shown in Figure 3 where a
substantial and ignoring them may result in systedftered version of the buffer occupancy is used, and a
instability. Furthermore, the value of the totalagek is  SUPerscript * is used in the figure to denote the genedalize
usually time varying. The amount of the delay that ba duantities. In the figure we ha&(s)=M andGy(s)=1/s
tolerated in the system in Figure 2 can be predicted usihlg"® G3(S) represents a filter that averages the buffer
the standard control theory. The maximum tolerablayde ©ccupancy between sample data points, F@jirepresents
Tmax fOr the close-loop system can be found from the pha@eﬂlter Fhat averages the buffer q;:Tcupan.cy across gampl
margin and the crossover frequency of the open-loop gaqﬁ‘ta points. For exampl€s(s)=(1-€" )/(sT)if the average

Go@”) [11]. Let e, (rads/sec) denote the normalizequﬁer occupancy ovefl seconds,B (t), rather than the

crossover frequency, ardM (rads) is the phase margin,mSt"’mtaneous \(alyB(t) is used to specify the control
. o target. If RED is implemented as the AQM schemen the
then the maximum delay that can be tolerated is given by

PM the packet dropping is based on a weighted average of the

=—T:" (13) gqueue size, and a reasonable control objective is fpthee

@e weighted average queue siBe(n)=(1-a)B’(n-1)+aB(n)
From (9) we can see that the value BIM( /@) iS  pelow the threshold at which the random early dropping

completely d'etermim'ad txanQY. Therefore, (13) implies begins. This can be modeled Bz)=c /(1-(1-) z™). For

that increasingT while keepingX=KMT and Y=K,MT s modified system, the stable region and the robustness

unchanged would make the system stability more robust 4§ \ysis with respect td and/or delays can be obtained in
larger delays. However, sinat) is adjusted everyl 5 gimilar way as in Section IV.B—IV.E.

Tmax
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V. ACK PACER COMPOSED OF APROPORTIONAL AND A which, due to the normalizing fact@/(1+/), has a high
LAG COMPENSATOR frequency gain of one. The frequency response of the open
The discussion in Section IV.E enables us to calculateop gain of the system with both proportional and lag
the maximum tolerable delayya.x for given controller COMpensators is now given by

parameterX, andK,. In this section, we focus on the G,(e") = ( 2 )(e"‘”—ﬁ) P.el” ] (20)
selection ofK, andK, for the givenz,. We investigate a ° gl -1 1
special case of the PI controller in (7), which canibeved A standard design procedure fB(z) is to first design

as a combination of a proportipnal and a lag com'perjsatgp{e proportional compensatos(z), to achieve a basic
This leads to a more systematic approach for desigh#g |eve| of robustness with respect to delays as charagtkri

controller to meet a specified delay requirement. in (17). Second, i3, the zero of the lag compensator, is

A. Proportional Compensator properly chosen such that the corner frequendchéw) is
A simple choice for the ACK pacet(z) in Figure 2 is to sufficiently far below the crossover frequencyGaf™(€“),
use a proportional controller, then little phase lag will be added at the crossoveris Th
a(n) = K_e(n) + A (14) will result in a system with the additional lag compeoisat
p 1

Go(€“), having approximately the same robustness with
assure that the output link is fully utilized. Hence, \&geh respect to dela)(/Ps) as the system with just the propoftiona
compensator,Gy' (€“), but having the added effect of
H(2) =H:(2) =K, (15) pressuring the steady-state queue size towards the Icontro
The frequency response of the open-loop gain of thargetB,. Choosing the zero that is one decade below the
system with this proportional compensator is given by crossover results in the following value fér

whereK, is the proportional gain, andl is a constant to

~io L THO
G(()P) (eiw) — KPMTeJ — P e71(7)1 (16) ﬂ = e’("" 110) ’ W, = 2arc5ing . (21)
1-e® )
25'”5 In comparison with the general form of (4), the ACK
where P=K,MT. pacer with a proportional and a lag compensator as in (19)
It is clear from examining the close-loop transfetS @ special case of (4) with
function thatP should be between 0 and 2 to make the K, =gy K,=@-pB)y> (22)

entire system stable. For a givéhwith 0<P<2, the where;=2K,/(1+f). Thus, the robustness analysis of the
maximum tolerable delaymax can be calculated from (16) system stability with respect to the uncertaintyMbfstill

as follows: applies.
r PMro 7 Ly 17) Therefore, to design an ACK pacer of the form (18),
" o, Aarcsin— which guarantees the maximum tolerable delay requirement
2 for given M andT, (17) should be used to seldg first.

It can be seen from (17) that the maximum tolerablhen 3 is calculated from (21), an, andK, are derived
delay rmax decreases monotonically as the proportional gaffiom (22) to complete the time domain representatiaghef
K, increases, ifM and T remain the same. (17) alsoACK pacer. Finally, the precise value of the maximu
suggests an analytical way to determiyeor fixed M and  tolerable delayzm. should be verified by checking the
T to satisfy the robustness requirement with respect #tual phase margin and the crossover frequency using
delays. However, the steady-state error of a propoftionalues ofK, andK, obtained.
controller is not zero, and is inversely proportiot@lthe
controller gain. Therefore, a lag compensa#tglz) should VI. NUMERICAL RESULTS
be included inH(z) to force the steady state error toward In this section, we present some numerical resultthéor

Z€ro. system in Figure 1. In the following, the ratio of the data
B. Lag Compensator segment size and the ACK segment size, is set to be
In this section, the use of a lag compensatar (@) is 22.8125, reflecting a.typical TCP data segment length of
examined. The complete controller to be considered th1460 bytes and a typical ACK segment length of 64 bytes.

has the form In the following figures, the x-axis is for the time indgx
2 728 which corresponds to the time instari and the y-axis is
H(2)=H:(9H_ (9 =K p(17)( 1)’ (18)  for the normalized buffer occupanByB,.
th e First we consider the delay robustness of the ACKrpace
where ()= (—2y2=5). (19 in (4) with X=0.2378 andY=0.0701. Three buffer
1+p7 z-1 occupancy traces are shown in Figure 4. Trace 1 ithéor

Note thatH(z) can be thought of as a proportionakystem in which the additional delay is exadflgeconds.
compensatoHp(z) in series with a lag compensatdr(z)
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Trace 2 is for the system in which delayiseconds before VII. SUMMARY
n=20, and increases 8¥ seconds after that. Trace 3isfor A control-theoretic TCP ACK pacing technique is

the system in which delay i§ seconds beforei<20, presented to regulate the downstream TCP traffic and to
increases t@T seconds for20< n< 60, and returns td  zyoid the QoS-damaging congestion. A sampled data
seconds fon>60. Following the analysis in Section IV.Efeedback control system representation is used to govern
we learn thatrmax = 2.2234° seconds forX=0.2378 and the design and analysis of a Pl controller for the ACK
Y=0.0701. Therefore, the network is still stable for dsalaypacer_ The selection of controller parameters was
of T or 2T seconds, as indicated by trace 1 and 2. Howevefivestigated with a main focus on the system stability

the stability cannot be achieved for the delay larant addition, the robustness of the system with respect to
2.2234 seconds. The instability can be observed in trace3riations in the aggregate traffic and round trip delays
for 20< n< 60. The system is stabilized again after thetudied. Numerical results that verify functions and
delay returns back t seconds fon > 60. properties of the ACK pacer are also provided.

1.4
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