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Control of Distributed Discrete-Time Systems on Graphs

Been-Der Chen1,3 Sanjay Lall2,3

Abstract

This paper considers linear time-invariant dynamic sys-
tems with an interconnection structure specified by a
directed graph. We formulate a semidefinite program
for system analysis and controller synthesis. The struc-
ture of the resulting matrix inequalities is related to
recent approaches for distributed control, and the re-
sults of this paper reduce to recent results in the case
where the underlying graph structure is a rectangular
array.

1 Introduction

This paper considers linear time-invariant dynamical
systems with an interconnection structure specified by
a directed graph. In particular, we develop computa-
tional tests for measuring the stability and performance
of such systems, making use of semidefinite program-
ming. We also develop a synthesis approach for design-
ing distributed state feedback controllers.

This work builds on much recent work in distributed
control. An important approach for analysis and syn-
thesis of distributed controllers has made use of spa-
tial symmetry [3, 4]. For distributed systems with cer-
tain spatial symmetries, a Fourier transform can be ap-
plied in the spatial directions. It was shown in [4] that
the resulting controllers share the spatial symmetries
of the underlying system. An approach using linear
parameter-varying (LPV) control for spatially symmet-
ric systems has been developed in [7, 8], using general-
ized Roesser state-space realizations [20] and semidefi-
nite programming. Other approaches have also consid-
ered symmetry, including [1], where an approach for de-
centralized control using integral quadratic constraints
is developed for spatially symmetric systems.

For systems which do not possess spatial symmetry,
strongly related results have been developed [10, 11].
These generalize the semidefinite programs used in the
symmetric case, making use of block-diagonal opera-

1Email: bdchen@stanford.edu
2Email: lall@stanford.edu
3Department of Aeronautics and Astronautics, Stanford Uni-
versity, Stanford CA 94305-4035, U.S.A.
Both authors were partially supported by the Stanford MICA
Coordination and Control for Networks of Interacting Au-
tomata, DARPA/SPAWAR award number N66001-01-C-8080

tors. The resulting framework is a multidimensional
generalization of the operator framework of [12] which
used shift operators to characterize robust controllers
for time-varying systems. These results develop systems
theory for dynamics on a spatio-temporal grid.

For systems associated with arbitrary graphs, an
analysis and synthesis approach has been developed
based on dissipation inequalities [6], applied to graphs in
extensive form. Other recent work also includes the dis-
tributed control synthesis approaches presented in [14].
This framework generalizes the synthesis approach for
designing decentralized controllers [16, 21].

In this paper, we generalize the multidimensional
shift operator framework and the associated Roesser re-
alizations to linear time-invariant systems evolving over
a directed graph. In this paper, we do not work over
the graph in extensive form, allowing analysis and de-
centralized control synthesis for systems evolving over
infinite time. The results reduce to the results of [10, 11]
when applied to dynamic systems evolving over a rect-
angular spatio-temporal grid.

Furthermore, we present a state feedback synthesis
approach which uses semidefinite programming to con-
struct controllers with a decentralized structure. These
results have applications to distributed control of asym-
metric formations of vehicles.

2 Preliminaries

The matrix Kronecker product is denoted ⊗ and the
matrix In is the n×n identity. The notation Sn denotes
the set of symmetric matrices in Rn×n. For X ∈ Sn, the
notation X > 0 means that X is positive definite.

Suppose that (V , Es) is a simple directed graph, with
vertex set V = 1, . . . , N , and let Es ⊂ V × V . Here
V is the set of nodes and Es the set of edges . Each
edge e ∈ Es is a pair of vertices e = (i, j) where i, j ∈
V , representing an edge from node i to node j; node
i is called the tail of edge e, and node j is called the
head of edge e. We number the edges 1, 2, . . . ,M s, and
will slightly abuse notion by using e to denote both the
number of the edge e ∈ E and the pair e = (i, j). We
will also use the notation e(1) and e(2) to denote the
tail and head of edge e respectively. The edge e = (i, j)
is called outgoing from node i and incoming on node
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j. For i ∈ V , define

Os(i) =
{
e ∈ Es | e(1) = i

}

Is(i) =
{
e ∈ Es | e(2) = i

}

as the set of edges outgoing from and incoming to node
i in a simple graph, respectively. We define the spa-
tial outgoing incidence matrix F ∈ RMs×N and the
spatial incoming incidence matrix G ∈ RMs×N as

Fei =

{
1 if e ∈ Os(i)
0 otherwise

Gei =

{
1 if e ∈ Is(i)
0 otherwise

for all i ∈ V and e ∈ Es.
We will also define another directed graph on V by the

edge set Et ⊂ V × V . We view this graph as a bipartite
graph, whose partite sets are each a copy of V . We
number the edges 1, 2, . . . ,M t. For i ∈ V , define

Ot(i) =
{
e ∈ Et | e(1) = i

}

It(i) =
{
e ∈ Et | e(2) = i

}

as the set of edges outgoing from and incoming to
node i, respectively. Now we define the temporal out-
going incidence matrix H ∈ RMt×N and the tem-
poral incoming incidence matrix J ∈ RMt×N as

Hei =

{
1 if e ∈ Ot(i)
0 otherwise

Jei =

{
1 if e ∈ It(i)
0 otherwise

for all i ∈ V and e ∈ E t. In this paper, we assume
that H is full column rank; that is, every node is the tail
of at least one edge. This assumption does not restrict
the class of physical systems which may be modeled,
since states which do not have an edge outgoing may
be removed from the realization.

Suppose V = {1, 2, 3}, Es = {(1, 2), (1, 3), (2, 1)}, and
Et = {(1, 1), (2, 2), (3, 3), (3, 1)}. An example of how we
interpret these two graphs is shown in Figure 1. We
construct a graph consisting of many copies of (V , Es),
with nodes in neighboring copies of V linked by edges
of Et, as shown in Figure 1(c). In this paper, we use
(V , Et, Es) to denote this kind of spatio-temporal graph
and we will use this graph to represent the intercon-
nected dynamic systems evolving over time.
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Figure 1: (a) (V, Es), (b) (V, E t) (c) Spatio-temporal graph

3 Dynamical Systems on Graphs

We will use the spatio-temporal graph to represent the
independent variables associated with the system dy-
namics; for example, each node of V may represent a
particular vehicle. A spatio-temporal system P is
defined by (V , Es, Et), and matrices

Ā1, . . . , ĀMt ∈ Rnt×n, B̄1, . . . , B̄Mt ∈ Rnt×nw ,
S̄1, . . . , S̄Ms ∈ Rns×n, T̄1, . . . , T̄Ms ∈ Rns×nw ,
C̄1, . . . , C̄N ∈ Rn

z×n, D̄1, . . . , D̄N ∈ Rn
z×n.

At time k, the state, input, and output are given by
x(k) ∈ RnN , w(k) ∈ RnwN , and z(k) ∈ RnwN , where

x(k) =



x1(k)

...
xN (k)


 , w(k) =



w1(k)

...
wN (k)


 , z(k) =



z1(k)

...
zN(k)




and each xi(k), wi(k), zi(k) represents the state, distur-
bance and output of node i respectively. We partition

xi(k) as xi(k) =
[
xti(k)T xsi (k)T

]T
where xti(k) ∈ Rnt ,

xsi (k) ∈ Rns and n = ns + nt. Then the dynamic equa-
tions are given by

xti(k + 1) =
∑

α∈IT (i)

(
Āαxα(1)(k) + B̄αwα(1)(k)

)

xsi (k) =
∑

α∈IS(i)

(
S̄αxα(1)(k) + T̄αwα(1)(k)

)

zi(k) = Cixi(k) +Diwi(k)

(1)

with the initial condition xti(0) = qi for i = 1, . . . , N .

Here qi ∈ Rn
t

for each i. When q = 0, this defines a
linear system P mapping from w to z.

We can simplify this representation as follows. Given
the above matrices, let

Ai =

[
Āi
0

]
, Ai ∈ Rn×n Si =

[
0
S̄i

]
, Si ∈ Rn×n

Bi =

[
B̄i
0

]
, Bi ∈ Rn×n

w

Ti =

[
0
T̄i

]
, Ti ∈ Rn×n

w

.

Then define the block diagonal matrices

A = diag(A1, . . . , AMt), B = diag(B1, . . . , BMt),

S = diag(S1, . . . , SMs), T = diag(T1, . . . , TMs),

C = diag(C1, . . . , CN ) D = diag(D1, . . . , DN ),

and the above system (1) is equivalent to

x(k + 1) = JTAHx(k) + JTBHw(k)

+GTSFx(k + 1) +GTTFw(k + 1)

z(k) = Cx(k) +Dw(k).

(2)
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with initial conditions

x(0) = (I −GTSF )−1GTTFw(0)

+
[
qT1 0 . . . qTN 0

]T

The system is well-posed if I −GTSF is invertible.

4 Stability and performance analysis

We first state a standard preliminary lemma.

Lemma 1. Given A ∈ Rn×n, if there exists P ∈ Sn
such that ATPA− P < 0, then I −A is invertible.

Proof. Suppose there exists P ∈ Sn such that
ATPA− P < 0. Assume I − A is not invertible which
implies there exists x 6= 0 such that (I − A)x = 0.
Left and right multiply xT and x to ATPA − P gives
xT (ATPA− P )x = xTPx − xTPx = 0 which is a con-
tradiction.

We now state the main analysis result in this paper.

Theorem 2. Suppose P is a spatio-temporal system
with the initial condition q = 0. Then P is well-posed,
stable and ‖P‖ < 1 if there exist symmetric matrices

P1, . . . , PN ∈ Sn, Qxx ∈ SnMt

, Qww ∈ SnwMt

, W xx ∈
SnMs

, Www ∈ SnwMs

, Qxw ∈ RnMt×nwMt

, W xw ∈
RnMs×nwMs

such that

MTPM−
[
Q

W

]
≤ 0 (3)




H 0
0 H
F 0
0 F




T

[
Q

W

]



H 0
0 H
F 0
0 F


+N −

[
P

I

]
< 0 (4)

Qxx > 0 (5)

where

N =
[
C D

]T [
C D

]
,

M =

[
J
G

]T [
A B

S T

]
P = diag(P1, . . . , PN ),

W =

[
W xx W xw

(W xw)T Www

]
Q =

[
Qxx Qxw

(Qxw)T Qww

]
.

Proof. We first consider well-posedness. From the
upper-left block of (4), we have

HTQxxH + F TW xxF < P − CTC.

We know F TW xxF < P since Qxx > 0. Let V =[
0 0 F T 0

]T
. Pre- and post-multiplying (3) by VT ,

and V gives

F TSTGPGTSF ≤ F TW xxF < P.

Using Lemma 1, this shows I − GTSF is invertible as
required. We now consider stability. We define for con-
venience the notation

Uk =
[
Hx(k) Hw(k) Fx(k + 1) Fw(k + 1)

]T

Vk =
[
x(k) w(k)

]T

and also define the functions

R(x) = xTPx, V (x) = xTHTQxxHx,

Lt(x,w) =

[
Hx
Hw

]T
Q

[
Hx
Hw

]
,

Ls(x,w) =

[
Fx
Fw

]T
W

[
Fx
Fw

]
.

Pre- and post-multiply (3) by UTk and Uk to give

R(x(k+1))−Lt(x(k), w(k))+Ls(x(k+1), w(k+1)) ≤ 0.

Suppose x(k + 1) 6= 0, then multiply (4) by VTk+1 and
Vk+1 to give

Lt(x(k + 1), w(k + 1)) + Ls(x(k + 1), w(k + 1))−
R(x(k+1))−w(k+1)Tw(k+1)+z(k+1)T z(k+1) < 0

These two inequalities hold for any solution trajectories
x,w of the system equation (2) such that x(k + 1) is
nonzero. Since we are analyzing stability, let w(k) = 0
for all k. Then summing the above two inequalities
gives

V (x(k + 1))− V (x(k)) < 0

Since Qxx is positive definite, a standard Lyapunov ar-
gument implies that the system is exponentially stable.

Finally, we consider contractiveness. Assume the
initial condition q = 0. For k > 0, pre- and post-
multiply (3) by UTk−1 and Uk−1 to give

R(x(k))− Lt(x(k − 1), w(k − 1))− Ls(x(k), w(k)) ≤ 0
(6)

for k > 0. Define U−1 =
[
0 0 Fx(0) Fw(0)

]T
and

pre- and post-multiplying (3) by this gives

R(x(0)) − Ls(x(0), w(0)) ≤ 0 (7)

Also pre- and post-multiply (4) by VTk and Vk give

Lt(x(k), w(k)) + Ls(x(k), w(k)) −R(x(k))+

z(k)T z(k)− (1− γ)w(k)Tw(k) ≤ 0 (8)

for some positive γ. Summing (6) and (8) gives

Lt(x(k), w(k)) − Lt(x(k − 1), w(k − 1))

+z(k)T z(k)− (1− γ)w(k)Tw(k) ≤ 0 (9)

for k > 0, and summing (7) and (8) gives

Lt(x(0), w(0))+z(0)T z(0)−(1−γ)w(0)Tw(0) ≤ 0 (10)
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Sum (9) and (10) for all k ≥ 0, we have

∞∑

k=0

z(k)T z(k)− (1− γ)

∞∑

k=0

w(k)Tw(k)

≤ lim
k→∞

Lt(x(k), w(k)) (11)

Since w ∈ l2, w(k)→ 0 as k →∞. From the above, we
know the system is stable and so xi(k)→ 0 as k →∞.
Therefore, Lt(x(k), w(k)) → 0 as k → ∞. Thus, we
have ‖z‖22 ≤ (1− γ)‖u‖22 as desired.

4.1 Example: Two-Dimensional Models.

We now consider a two-dimensional state-space model,
introduced by Roesser [20]. It is given by
[
ξ0(k + 1, i)
ξ1(k, i+ 1)

]
=

[
Â11 Â12

Â21 Â22

] [
ξ0(k, i)
ξ1(k, i)

]
+

[
B̂1

B̂2

]
w(k, i)

z(k, i) =
[
Ĉ1 Ĉ2

] [ξ0(k, i)
ξ1(k, i)

]
+ D̂w(k, i)

Here k ∈ N and i = 0, . . . , V − 1 are temporal and
spatial independent variables. We can write this as

xti(k + 1) = Āxi(k) + B̄wi(k)

xsi (k) = S̄xi−1(k) + T̄wi−1(k)

zi(k) = C̄xi(k) + D̄wi(k),

where Ā =
[
Â11 Â12

]
, B̄ = B̂1, S̄ =

[
Â21 Â22

]
, T̄ =

B̂2, C̄ =
[
Ĉ1 Ĉ2

]
, D̄ = D̂. The nodes are arranged in

a rectangular array. Define xi(k) =
[
ξ0(k, i) ξ1(k, i)

]T
and

Aα =

[
Ā
0

]
, Sβ =

[
0
S̄

]
, Bα =

[
B̄
0

]
, Tβ =

[
0
T̄

]
.

for α = 1, . . . , V and β = 1, . . . , V −1. Then the Roesser
dynamical system is equivalent to

x(k + 1) = JTAHx(k) + JTBHw(k)

+GTBFx(k + 1) +GTBFw(k + 1),

z(k) = Cx(k) +Du(k)

where J = I,H = I ,

G =




0 1
...

. . .

0 1


 , F =




1 0
. . .

...
1 0


 ,

and A,B, S, T, C,D are block diagonal matrices defined
by Aα, Bα, Sβ , Tβ. Suppose there exist symmetric ma-
trices P and Q,W satisfying

LTPL−
[
Q 0
0 W

]
≤ 0 (13)

Q+W −
[
P 0
0 I

]
+
[
C D

]T [
C D

]
< 0 (14)

Qxx > 0 (15)

where L =
[
Aα Bα Sα Tα

]
, which is independent

of α. Then the system is well-posed, stable and con-
tractive from Theorem 2.

We can write this LMI in a more standard form, as
previously used for nodes arranged in a rectangular ar-
ray in [10]. It is straightforward to show that there
exists a P of the form P = diag(X0, X1) with X0 > 0,
and matrices Q and W satisfying the matrix inequal-
ities (13) to (15) if and only if there exist symmetric
matrices X0 and X1 with X0 > 0 such that



Â11 Â12 B̂1

Â21 Â22 B̂2

Ĉ1 Ĉ2 D̂



T 

X0 0 0
0 X1 0
0 0 I





Â11 Â12 B̂1

Â21 Â22 B̂2

Ĉ1 Ĉ2 D̂




−



X0 0 0
0 X1 0
0 0 I


 < 0. (16)

The proof is obtained by noticing that given X satis-
fying (16), the matrix P is then defined and one may
construct Q and W immediately from (13). Conversely,
given P,Q,W satisfying (13) to (15), one has the ma-
trix inequality (16) by pre- and post-multiplying (13)

by
[
I I

]
and

[
I I

]T
respectively.

5 State Feedback Synthesis

In this section, we will use the analytical result from the
previous section to construct a state feedback synthesis
procedure. The system considered in this section is

xti(k + 1) =
∑

α∈It(i)

(
Āαxα(1)(k)

+ B̄uαuα(1)(k) + B̄wαwα(1)(k)
)

xsi (k) =
∑

α∈Is(i)

(
S̄αxα(1)(k)

+ T̄ uαuα(1)(k) + T̄wα wα(1)(k)
)

zi(k) = Cixi(k) +Du
i ui(k) +Dw

i wi(k)

(17)

with the initial condition xti(0) = 0 for i = 1, . . . , N .
Here ui(k) and wi(k) are the control input and distur-
bance at node i respectively. The goal is to find a state
feedback controller of the form ui(k) = Kixi(k) such
that the closed-loop system is well-posed, stable and
contractive. Let

Aα =

[
Āα
0

]
, Buα =

[
B̄uα
0

]
, Bwα =

[
B̄wα
0

]
,

Sα =

[
0
S̄α

]
, T uα =

[
0
T̄ uα

]
, Twα =

[
0
T̄wα

]
,
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and define

A = diag(A1, . . . , AMt ), Bu = diag(Bu1 , . . . , B
u
Mt),

Bw = diag(Bw1 , . . . , B
w
Mt), S = diag(S1, . . . , SMs),

T u = diag(T u1 , . . . , T
u
Ms), Tw = diag(Tw1 , . . . , T

w
Ms),

C = diag(C1, . . . , CN ), Du = diag(Du
1 , . . . , D

u
N ),

Dw = diag(Dw
1 , . . . , D

w
N).

Now we state a state feedback synthesis result.

Theorem 3. Given the system (17), there exist state
feedback controllers K1, . . . ,KN such that the closed-
loop system is well-posed, stable and contractive if
there exist symmetric matrices P1, . . . , PN ∈ Sn, Y ∈
S(n+nw)Mt

, Z ∈ S(n+nw)Ms

,R1, . . . , RN ∈ Rn
u×n such

that


−Y 0 UT J
0 −Z VTG

JTU GTV −P


 < 0 (18)




−P 0 (CP +DuR)T

0 −I (Dw)T

CP +DuR Dw −I


+




H 0 0
0 H 0
F 0 0
0 F 0




T

[
Y

Z

]



H 0 0
0 H 0
F 0 0
0 F 0


 < 0 (19)

where

P = diag(P1, . . . , PN ), R = diag(R1, . . . , RN ),

U =
[
APt + BuRt Bw

]
,

V =
[
SPs + T uRs Tw

]
,

Pt = diag
α∈Et

Pα(1), Rt = diag
α∈Et

Rα(1),

Ps = diag
α∈Es

Pα(1), Rs = diag
α∈Es

Rα(1).

These inequalities define a semidefinite program in vari-
ables Y , Z, P1, . . . , PN , and R1, . . . , RN . After solving
this SDP, the controller is given by Ki = RiP

−1
i .

The theorem follows directly from Theorem 2. The
proof is very similar to the synthesis proof in [6] and so
is omitted.

5.1 Mechanical Example.

Consider the mass-spring system shown in Figure 2.
The mass of each node is 1 and the spring and damp-
ing constants of each spring are k = 0.4, b = 0.5. We
will design a decentralized controller to perform distur-
bance rejection, such that K1 uses measurements from
nodes 2, and 4, K2 uses measurements from nodes 1
and 3, K3 uses measurements from nodes 4 and 2, and
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Figure 2: Mass-spring system, and associated temporal
and spatial graphs

K4 uses measurements from nodes 3 and 1. In particu-
lar, notice that even though nodes 1 and 3 are directly
connected, neither uses information from the other.

The linearized model for perturbations of the system
from the equilibrium point, discretized with sampling
rate 0.5, can be expressed as

x1(k + 1) = A1x1(k) +A2x2(k) +A3x3(k) + A4x4(k)

+ B̄1u1(k) + B̄w1 w1(k)

x2(k + 1) = A6x1(k) +A5x2(k) +A7x3(k)

+ B̄2u2(k) + B̄w2 w2(k)

x3(k + 1) = A9x1(k) +A10x2(k) +A8x3(k) +A11x4(k)

+ B̄3u3(k) + B̄w3 w3(k)

x4(k + 1) = A13x1(k) +A14x3(k) +A12x4(k)

+ B̄4u4(k) + B̄w4 w4(k)

and zi(k) = Cxi(k) for i = 1, . . . , 4. Group the states
at each node by letting

x̄1 =



x1

x2

x4


 , x̄2 =



x2

x1

x3


 , x̄3 =



x3

x2

x4


 , x̄4 =



x4

x1

x3


 .

This gives the dynamic equations below, where the spa-
tial and temporal graphs are illustrated in Figure 2.

x̄(k + 1) = JTATHx̄(k) +GTASF x̄(k + 1)

+ JTBHu(k)

z̄(k) = Cx̄(k)

Let AT = diag(Ā1, . . . , Ā6), AS = diag(S1, . . . , S8),
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S7 = S5 = S3 = S1, and S8 = S6 = S4 = S2, where

S1 =




0 0 0
I 0 0
0 0 0


 , S2 =




0 0 0
0 0 0
I 0 0


 ,

Ā1 =



A1 A2 A4

0 0 0
0 0 0


 , Ā2 =



A3 0 0
0 0 0
0 0 0


 ,

Ā3 =



A5 A6 A7

0 0 0
0 0 0


 , Ā4 =



A8 A10 A11

0 0 0
0 0 0


 ,

Ā5 =



A9 0 0
0 0 0
0 0 0


 , Ā6 =



A12 A13 A14

0 0 0
0 0 0


 ,

The H∞ norm of open loop system is 299.38. Theo-
rem 3 gives a decentralized controller achieving a closed-
loop norm of 0.7, and a centralized state-feedback con-
troller achieves a closed-loop H∞ norm of 0.5.

6 Conclusions

In this paper, we have constructed a representation for
discrete-time linear dynamic systems which evolve over
graphs. We have also presented a semidefinite program
which may be used to test whether the system is well-
posed, stable and contractive. We have further shown
the result can be reduced to recent LMIs used for per-
formance analysis of multidimensional models. In addi-
tion, we have demonstrated an approach for state feed-
back synthesis, which can also be cast as a semidefinite
program. The resulting controllers are decentralized.
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