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Abstract— This paper deals with input performance limita-
tions of feedback control. The achievable input performance
depends on the joint controllability and observability of
unstable poles and is exactly quantified for single input single
output (SISO) and multi input multi output (MIMO) systems
with and without time delay. We also present a modification of
µ-interaction measure to assess the feasibility of decentralized
stabilization with independent designs of loops. The results are
useful for various purposes including designs of the process,
control structure and optimal controller synthesis.

I. I NTRODUCTION

In this paper, we study intrinsic limitations on input
performance for linear systems under feedback control.
The broad area of fundamental performance limitations has
drawn a lot of interest in the past two decades [1] [2].
However, the focus has largely been on obtaining bounds on
sensitivity and complementary sensitivity functions. Havre
and Skogestad derived expressions for lower bound on
achievable input performance for unstable systems [3] and
extended their results to get exact expressions for rational
systems with single unstable pole [4]. Chenet. al. [5] have
studied the optimal regulation problem with input usage
penalized for rational unstable systems driven by input
disturbances in theH2 control framework. These results
can be related to the present problem by appropriate choice
of weights. In this paper, we focus on unstable systems
driven by output disturbances and characterize the minimal
input requirement for stabilization. Clearly, the achievable
input performance is zero for stable systems. These results
generalize the previous results of Havre and Skogestad [4]
to systems with multiple unstable poles and time delay.

Theµ-interaction measure (µ-IM) [6] is a useful method
to assess the feasibility of decentralized stabilization
through independent designs of loops. The requirement
that the individual loops be designed based on the block
diagonal elements, which should have the same RHP poles
as the system, limits the applicability ofµ-IM to open
loop stable systems. We show that this difficulty can be
overcome with a minor modification and present bounds
on achievable input performance, when the performance
of individual loops is maximized. The results presented
here are useful for different purposes including: (a) process
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design considering achievable control performance (b) con-
trolled and manipulated variable selection for stabilization
(c) optimal controller synthesis problem formulation.

The notation used in this paper is fairly standard. Given
a matrix A ∈ Cm×n, A

′
is its transpose andA∗ is its

conjugate transpose.Ai andA
′
i denote theith column and

the ith row of the matrix respectively. A matrix made of
elementsa11 · · · a1n · · · amn is represented as[aij ]. The set
of all rational stable systems isRH∞. Let G(s) = G1(s)+
G2(s) such thatG1(s) ∈ RH⊥∞ andG2(s) ∈ RH∞. Then
G1(s) is the unstable projection ofG(s) represented as
U(G(s)). The symbol↔ represents the minimal state space
realization of a transfer matrix,e.g.G(s) ↔ (A,B,C,D).
For G(s) ∈ RH∞, σHi(G(s)), σ̄H(G(s)) andσH(G(s))
are theith, maximum and minimum Hankel singular val-
ues [7] respectively.µ∆(G(s)) is the structured singular
value [7], where∆ represents the uncertainty structure. The
H2 andH∞ norms ofG(s) ∈ RH∞ are defined as

‖G(s)‖22 =
1
2π

∫ ∞

−∞
tr (G(jω)∗G(jω)) dω

‖G(s)‖∞ = sup
Re(s)>0

σ̄(G(s)) = sup
ω∈R

σ̄(G(jω))

II. PROBLEM FORMULATION AND SIMPLIFICATION

In this section, we collect some general results from
optimal control theory and show how they simplify when
the input performance is maximized. These results form
the basis for further development in this paper. Consider
a finite-dimensional, linear time invariant (FDLTI) system
in the standard form [8]:

ẋ = Ax + Bww + Bu

y = Cx + D21w

z = Czx + D12u (1)

wherez is the exogenous output andw is the exogenous
input. With (A,B) stabilizable and(A,C) detectable, let
the Hamiltonian matricesH2 andJ2 be defined as

H2 =
[

A −BB∗

−C∗
zCz −A∗

]
J2 =

[
A∗ −C∗C

−BwB∗
w −A

]

Let X2 andY2 solve the corresponding Riccati equations
or X2 = Ric(H2) and Y2 = Ric(J2). Let Tzw be
the closed loop transfer matrix fromw to z. The unique
controller minimizing‖Tzw(s)‖2 is given as [8]:

Kopt(s) =
[

A + BF2 + L2C −L2

F2 0

]
(2)

where F2 = −B∗X2, L2 = −Y2C∗ and optimal cost
is [7],

I2
2 = inf

K(s)
‖Tzw(s)‖22 = tr(B∗

wX2Bw)+tr(F2Y2F∗2) (3)
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Fig. 1. Closed loop system

For the minimization of‖Tzw(s)‖∞, similarly define

H∞ =
[

A γ−2BwB∗
w −BB∗

−C∗
zCz −A∗

]

J∞ =
[

A∗ γ−2C∗
zCz −C∗C

−BwB∗
w −A

]

whereγ > 0. If X∞ = Ric(H∞) ≥ 0, Y∞ = Ric(J∞) ≥
0 and ρ(X∞Y∞) < γ2, then a suboptimal controller
achieving‖Tzw(s)‖∞ < γ is [8]:

Ksub(s) =
[

A∞ −Z∞L∞
F∞ 0

]
(4)

A∞ = A + γ−2BwB∗
wX∞ + BF∞ + Z∞L∞C

whereF∞ = −B∗X∞, L∞ = −Y∞C∗ andZ∞ = (I −
γ−2ρ(X∞Y∞))−1. The optimal cost is given as,

I∞ = inf
K(s)

‖Tzw(s)‖∞ = ρ
1
2 (X∞Y∞) (5)

To relate these results to the problem in hand, consider
the system shown in Figure 1, where all exogenous inputs
have been collected in the blockGw(s).

Assumption1: We make the following assumptions:

1) Gw(s) is stable and right-invertible.
2) G(s) is strictly proper and has distinct poles.
3) Wu(s) = I.
In general,Gw(s) can share common unstable poles

with G(s), but this case is not considered here. The right-
invertibility of Gw(s) is necessary for the existence of a
stabilizing controller. Other assumptions simplify algebraic
manipulation and notation and the extension to the general
case is simple. With these assumptions, the closed loop
transfer matrix from disturbances to inputs is given as,

Tuw(s) = K(s) (I + G(s)K(s))−1 Gw(s) (6)

Let Gw(s) be factorized asGw(s) = Gwm(s)Gwa(s),
whereGwm(s) is minimum-phase andGwa(s) is an all-
pass factor. DefinêG(s) = G−1

wm(s)G(s) and K̂(s) =
K(s)Gwm(s), where Ĝ(s) is an ny × nu dimensional
transfer matrix. It follows from (6) that

‖Tuw(s)‖ = ‖K̂(s)(I + Ĝ(s)K̂(s))−1Gwa(s)‖
= ‖K̂(s)(I + Ĝ(s)K̂(s))−1‖

Then ‖Tuw(s)‖ is minimized by designing an optimal
controller for Ĝ(s). Due to the stability ofGw(s), the
following are equivalent: (a)K̂(s) stabilizes Ĝ(s), (b)
K(s) stabilizes G(s). With these observations, we can

treat Ĝ(s) as the system without loss of generality. These
manipulations further allows us to represent the generalized
plant as

˙̂x = Âx̂ + B̂u

y = Ĉx̂ + w

z = u (7)

whereĜ(s) ↔ (Â, B̂, Ĉ). For the system (7), let̂H2, Ĵ2

and Ĥ∞, Ĵ∞ be the corresponding Hamiltonian matrices.
By comparing (7) with (1), it follows that̂H2 = Ĥ∞ and
Ĵ2 = Ĵ∞, which in turn implies thatX̂2 = X̂∞ = X̂,
Ŷ2 = Ŷ∞ = Ŷ, F̂2 = F̂∞ = F̂ and L̂2 = L̂∞ = L̂.

Under Assumption 1, there exists a transformation matrix
T such thatT−1ÂT is diagonal andT∗T = I. Rearranging
and partitioning the states of the transformed system

˙̃x = T−1ÂTx̃ + T−1B̂u =
[

Ps 0
0 P

]
x̃ +

[
Bs

B

]
u

y = ĈTx̃ + d =
[

Cs C
]
x̃ + d (8)

whereP ∈ Cnp×np and Ps are diagonal matrices, which
contain all the unstable and stable modes respectively.
Clearly, U(Ĝ(s)) ↔ (P,B,C). Let X̃ = T−1X̂T and
Ỹ = T−1ŶT solve the corresponding Riccati equations
for the transformed system (8). Then, to be non-negative
definite,X̃ andỸ must assume the form,

X̃ =
[

0 0
0 X

]
Ỹ =

[
0 0
0 Y

]

whereX,Y ∈ Cnp×np > 0. Then, it suffices to solve

XP + P∗X−XBB∗X = 0 (9)

YP∗ + PY −YC∗CY = 0 (10)

For the transformed system (8), the state feedback and
the output injection matrices are given as,

F̃ = F̂T =
[

0 F
]

=
[

0 −B∗X
]

(11)

L̃ = T∗L̂ =
[

0 L
]′

=
[

0 −YC∗ ]′
(12)

Using (3), (5) and regular algebraic manipulations,

I2
2 = tr(FYF∗) = tr(L∗XL) (13)

I∞ = ρ
1
2 (XY) (14)

The Riccati equations (9)-(10) have a special structure
and are much easier to solve as compared to the general
case. Consider thatP = diag(p1, · · · , pnp), Re(pi) > 0.
Let the Hermitian matrixM ∈ Cnp×np be defined as

[mij ] = 1/(pi + p̄j) (15)

Lemma1: Let X,Y > 0 solve the Riccati equations (9)-
(10) andM be given by (15). Then

X−1 =
nu∑

i=1

diag(Bi)Mdiag(Bi)∗ (16)

Y−1 =
ny∑

j=1

diag(C
′
j)
∗Mdiag(C

′
j) (17)



Proof: Pre- and post multiplying (9) byX−1 gives

PX−1 + X−1P∗ = BB∗ (18)

Then [9],X−1 = M ◦ (BB∗), where◦ is the Hadamard
or element-wise product. Noting thatBB∗ =

∑nu

i=1 BiB∗
i ,

X−1 =
∑nu

i=1 M ◦ (BiB∗
i ) and (16) follows. The proof of

(17) follows from duality.

III. SISO SYSTEMS

In this section, we quantify achievable input performance
of SISO systems with and without time delay.

Lemma2: For M defined by (15),M−1 is given as

[M−1]ij =
(p̄i + pi)(pj + p̄j)

p̄i + pj

np∏
k=1
k 6=i

(p̄i + pk)
(p̄i − p̄k)

np∏
k=1
k 6=j

(pj + p̄k)
(pj − pk)

Lemma 2 is easily verified by evaluatingMM−1 or
M−1M. Note for nu = ny = 1, B = [bi], C = [cj ].

Proposition1: For a rational SISO systemG(s), let
U(G(s)) ↔ (P,B,C) such thatP = diag(p1 · · · pnp),
Re(pi) > 0. Then

I2
2 =

[ |qi|2
bici

]
M

[ |qi|2
b∗i c

∗
i

]′
i = 1 · · ·np (19)

I2
∞ = |λ−1(diag(B)diag(C)Mdiag(B∗)diag(C∗)M)|

(20)

whereM is defined by (15) andq = 1
′
np

M−1.
Proof: (1) For (19), based on (11), (13) and Lemma 1,

I2
2 = FYF∗ = B∗XYXB and

I2
2 = 1

′
np

M−1(diag(B)diag(C))−1M−1

(diag(B∗)diag(C∗))−1M−11np

Based on Lemma 2,

qi = (pi + p̄i)
np∏
k=1
k 6=i

(pi + p̄k)
(pi − pk)

i = 1 · · ·np

Now, (19) can be obtained by noting thatM−1 =
diag(q∗)M

′
diag(q) andqiq∗i = |qi|2.

(2) For (20), the result follows by using (14) and
Lemma 1 and noting that for any matrixA, ρ(A−1) =
|λ−1(A)|.

Based on (20), for a system with real unstable poles only,
I∞ = |λ−1(diag(B)diag(C)M)|. Though in (19)-(20),I2

and I∞ depend only on the unstable poles, the stable part
of the system also affects the input usage. This happens as
U(Ĝ(s)) depends on the unstable as well as stable poles of
the system.

Remark1: The expression forq appears to suggest that
in general,I2 →∞ aspi → pj for somei, j ≤ np, which is
clearly not true. Sincebici = [Ĝ(s)(s−pi)]s=pi , bici →∞,
as pi → pj , which negates the effect ofq. But when the
system has an RHP zero close to RHP poles,bici fails to
increase monotonically and stabilization can be difficult,e.g.
if Ĝ(s) = (s−p)

(s−p+ε)(s−p−ε) , I2, I∞ →∞, asε → 0.

To extend Proposition 1 to systems with a finite time
delay, letĜ(s) be expressed as,

Ĝ(s) = G̃(s)e−θs (21)

whereG̃ is the delay-free part of the system. IfGw(s) also
contains delay, it can be factored as an all-pass factor and
thusĜ(s) remains causal.

Lemma3: ConsiderH(s) ↔ (P,B,C) such thatP =
diag(p1 · · · pnp), Re(pi) > 0. Let H1(s) ∈ RH∞ with no
zeros atpi. Then

U(H1(s)H(s)) =
np∑

i=1

1
s− pi

H1(pi)CiB
′
i (22)

Proof: Using dyadic expansion, H(s) =∑np

i=1
1

s−pi
CiB

′
i. Let U(H1(s)H(s)) ↔ (P̃, B̃, C̃).

SinceH1(s) does not cancel RHP poles ofH(s), P̃ = P.
Now, C̃iB̃

′
i = [H1(s)H(s)(s − pi)]s=pi

and (22) follows.

Note that in Lemma 3, there is no loss of generality
in assuming that all modes ofH(s) are unstable, since
U(H1(s)H(s)) = U(H1(s)U(H(s))).

Proposition2: For the SISO system expressed by (21),
let U(G̃(s)) ↔ (P, B̃, C̃) such thatP = diag(p1 · · · pnp),
Re(pi) > 0 andΓ = diag(eθp1 · · · eθpnp ). Then

I2
2 =

[
qiq∗i
b̃ic̃i

]
ΓMΓ∗

[
qiq∗i
b̃∗i c̃

∗
i

]′
i = 1 · · ·np (23)

I2
∞ = |λ−1(Γ−1diag(B̃)diag(C̃)M

Γ−∗diag(B̃∗)diag(C̃∗)M)| (24)

whereM is defined by (15) andq = 1
′
np

M−1.
Proof: Let e−θs = f(θs, n) + O(n), wheref(θs, n)

is an nth order rational approximation ofe−θs (e.g. Páde
approximation). For anyn, if an RHP zero off(θs, n)
cancels an RHP pole of̃G(s), the system is not stabilizable
due to presence of hidden unstable mode. However for an
FDLTI system, this situation does not occur for alln ≥ N
for sufficiently largeN , since the magnitude of RHP zeros
of f(θs, n) approaches infinity asn →∞.

(1) For (23), using (22),bici ≈ b̃ic̃if(θpi, n), n ≥ N and

I2
2 (n) ≈

[
qiq∗i

b̃ic̃if(θpi, n)

]
M

[
qiq∗i

b̃∗i c̃
∗
i f(θpi, n)

]′
(25)

Now, limn→∞ f(θpi, n) = e−θpi , as the exponential
function is uniformly convergent in the entire complex
plane. Noting thatf−1(θpi, n) appears as a bilinear term in
(25), which is itself an exponential function, we conclude
that limn→∞ I2

2 exists and is given by (23).
(2) For (24), using similar arguments as before

I2
∞(n) ≈ |λ−1(diag(f(θpi, n))diag(B̃)diag(C̃)M

diag(f(θpi, n))∗diag(B̃∗)diag(C̃∗)M)|
The eigen values are roots of a polynomial equation,

whose coefficients are functions off(θpi, n). As n →



∞, these coefficients and thus the roots converge. Hence,
limn→∞ I2

∞(n) exists and is given by (24).
By differentiating (23)-(24) with respect toθ, dI2/dθ > 0

anddI∞/dθ > 0 for all θ. This shows that the input usage
cannot be decreased by introducing additional lag in the
system, which also follows from physical considerations.

Corollary 1: Under same conditions as Proposition 2,
let Gp(s) ↔ (P,Γ−1B̃, C̃) or (P, B̃, C̃Γ−1). Then
I2(Ĝ(s)) = I2(Gp(s)) andI∞(Ĝ(s)) = I∞(Gp(s)).

Remark2: Time-delay enters (23)-(24) assuming the
form eθpi and thus do not pose serious limitations on input
performance for systems with slow instabilities andvice
versa. It follows from Corollary 1 that time delay essentially
reduces the controllability (or observability) of poles and the
faster the instability, the less controllable (or observable) the
pole is, as compared to the delay-free system.

IV. MIMO S YSTEMS

In this section, we extend the results of the last section
to MIMO systems.

Lemma4: Let Ĝ1 = U(Ĝ) and X,Y > 0 solve the
Riccati equations (9)-(10). Then,

σ2
Hi(Ĝ1(s)∗) = λi(X−1Y−1) i = 1, · · ·np (26)

Proof: Pre and post-multiplying (18) byT1 and T∗1
respectively, whereT1 is a state transformation matrix,

T1PX−1T∗1 + T1X−1P∗T∗1 = T1BB∗T∗1
P̄X̄−1 + X̄−1P̄∗ = B̄B̄∗ (27)

whereP̄ = T1PT−1
1 , B̄ = T1B andX̄ = (T∗1)

−1XT−1
1 .

Similarly, by settingC̄ = CT−1
1 andȲ = T1YT∗1,

P̄∗Ȳ−1 + Ȳ−1P̄ = C̄∗C̄ (28)

Now Ȳ−1 and X̄−1 are the controllability and observ-
ability gramians ofĜ∗

1(s) ↔ (−P̄∗, C̄∗, B̄∗) and (27)-
(28) are the corresponding Lyapunov equations. IfT1 is
chosen such that(−P̄∗, C̄∗, B̄∗) is a balanced realization,
thenX̄−1 = Ȳ−1 = diag(σHi(Ĝ∗

1(s))) [7] and

σ2
Hi(Ĝ

∗
1(s)) = λi(X̄−1Ȳ−1) = λi(X−1Y−1) i = 1 · · ·np

Proposition3: For the rational MIMO system̂G having
np unstable poles, let̂G1 = U(Ĝ) and (−P̄∗, C̄∗, B̄∗) be
the balanced realization of̂G∗

1. Then

I2
2 =

np∑

i=1

2|Re(P̄ii)|
σ2

Hi(Ĝ
∗
1(s))

(29)

I∞ = σ−1
H (Ĝ∗

1(s)) (30)
Proof: (1) For (29), based on (13),

I2
2 = tr(B∗XYXB) = tr(B̄∗X̄ȲX̄B̄) = tr(B̄B̄∗X̄ȲX̄)

Define ΣH = diag(σHi(Ĝ∗
1(s))). Since(−P̄∗, C̄∗, B̄∗)

is the balanced realization of̂G∗
1(s), using (27)

I2
2 = tr

[
(−̄PΣH − ΣHP̄∗)Σ−3

H

]

= tr(−P̄Σ−2
H ) + tr(−Σ−2

H P̄∗) =
np∑

i=1

|P̄ii + P̄∗ii|
σ2

Hi(Ĝ
∗
1(s))

where|P̄ii + P̄∗ii| = 2|Re(P̄ii)|.
(2) For (30), based on (14) and (26)

I∞ = λ−
1
2 (X−1Y−1) = σ−1

H (Ĝ∗
1(s))

The expressions (29)-(30) show thatI2 andI∞ primarily
depend onσHi(Ĝ∗

1(s)), which is a measure of joint con-
trollability and observability of the unstable poles. Using
(16) and (17),σHi(Ĝ∗

1(s)) is also expressed as,

σHi(Ĝ∗
1(s)) = λ

1
2
i [((BB∗) ◦M)((C∗C) ◦M)] (31)

Glover [10] studied the robust stability of systems in
the presence of additive unstructured uncertainty. With this
description of uncertainty, maximizing robust stability is
equivalent to minimizing theH∞ norm of transfer matrix
from disturbances to inputs. Thus, the results of Glover [10]
are also applicable to the present case. The expression for
I∞ as derived here is as an alternative proof of the same.

Remark3: In general,H2 andH∞ norms of a transfer
matrix can be arbitrarily apart. Proposition 3 shows when
input norm is minimized,I2/I∞ is always bounded as

2
σ2

H(Ĝ∗
1(s))

σ̄2
H(Ĝ∗

1(s))

np∑

i=1

|Re(P̄ii)| ≤ I2
2

I2∞
≤ 2

np∑

i=1

|Re(P̄ii)|
The closeness ofI2 andI∞ partially follows from the fact

that the related Riccati equations (9)-(10) for theH2 and
H∞ cases are the same. To extend proposition 2 to MIMO
systems, we consider systems which can be expressed as

Ĝ(s) = G̃(s) ◦Θ(s); Θ(s) =
[
e−θijs

]
(32)

whereG̃ is the delay-free part of the system. It is pointed
that (32) does not represent the general case and in practice
is satisfied only whenGw(s) is diagonal. The discussion is
limited to the cases whereny ≥ nu and similar expressions
for ny < nu can be obtained with minor modifications.

Lemma5: ConsiderH(s) ↔ (P,B,C) such thatP =
diag(p1 · · · pnp), Re(pi) > 0. Let H1(s) ∈ RH∞ with no
zeros atpi. Then

U(H1(s) ◦H(s)) =
np∑

i=1

1
s− pi

H1(pi) ◦ (CiB
′
i) (33)

The proof of Lemma 5 is similar to the proof of Lemma 3
and is omitted.

Assumption2: Let U(G̃(s)) ↔ (P, B̃, C̃) such that
P = diag(p1 · · · pnp), Re(pi) > 0. Then the matrix
(C̃iB̃

′
i) ◦Θ(pi) has full column rank for alli = 1 · · ·np.

Proposition4: For the MIMO system expressed by (32),
which satisfies Assumption 2, letU(G̃(s)) ↔ (P, B̃, C̃)
such thatP = diag(p1 · · · pnp), Re(pi) > 0. Let Gp(s) ↔
(Ap,Bp,Cp), where

Ap = diag(p1Inu · · · pnpInu); Bp = [Inu · · · Inu ]
′

Cp =
[
(C̃1B̃

′
1) ◦Θ(p1) · · · (C̃npB̃

′
np

) ◦Θ(pnp)
]

ThenI2(Ĝ(s)) = I2(Gp(s)), I∞(Ĝ(s)) = I∞(Gp(s)).



Proof: Let Θ(s) be approximated by annth order
rational function as before. Asn →∞, using Lemma 5 and
the same arguments as used in the proof of Proposition 2,

U(Ĝ(s)) =
np∑

i=1

1
s− pi

(C̃iB̃
′
i) ◦Θ(pi) (34)

Due to assumption 2, 1
s−pi

Θ(pi) ◦ (CiB
′
i) ↔

(piInu
, Inu

,Θ(pi) ◦ (CiB
′
i)). Then the result follows by

considering the aggregation of these subsystems.
For systems not satisfying Assumption 2, the triplet

(Ap,Bp,Cp) is not necessarily a minimal realization. This
assumption can be relaxed for generalization purposes, but
this makes the expressions difficult and complex. A practical
case, where Assumption 2 is always violated, occurs when
the delays are associated with the sensors or actuators of
the system. Systems with delay associated with sensors are
handled next and the expressions for systems with delay
associated with actuators can be obtained analogously.

Corollary 2: Let Ĝ(s) = diag(e−θis)G̃(s)
and Gp(s) ↔ (diag(piInu

), B̃,Cp), where
Cp = [diag(e−θip1)C̃1 · · · diag(e−θipnp )C̃np ]. Then,
I2(Ĝ(s)) = I2(Gp(s)) andI∞(Ĝ(s)) = I∞(Gp(s)).

The proof of Corollary 2 follows by considering (34)
and noting that(C̃iB̃

′
i) ◦Θ(pi) = diag(e−θipi)C̃iB̃

′
i. It is

interesting to note that whenΘ(s) is unstructured (delays
cannot be separated at inputs or outputs), stabilization of
the irrational system withnp unstable poles is equivalent to
stabilizing a rational system withnp × nu unstable poles.

V. DECENTRALIZED STABILIZATION

In this section, we briefly review the available results on
µ-Interaction measure (µ-IM) [6], point its limitation and
suggest a modification ofµ-IM to overcome the same.

Let Ĝ(s) be partitioned asĜ(s) = Ĝbd(s) + ĜI(s)
such that Ĝbd(s) contains the block-diagonal elements
of Ĝ(s) and has same RHP poles aŝG(s). Define
Ê(s) = (Ĝ(s) − Ĝbd(s))Ĝbd(s)−1 and Ĥbd(s) =
Ĝbd(s)K̂bd(s)(I + Ĝbd(s)K̂bd(s))−1. Then the block di-
agonal controllerK̂bd(s) stabilizingĜbd(s) also stabilizes
Ĝ(s), if σ̄(Ĥbd(jω)) < µ−1

∆ (Ê(s)) for all ω, where∆ has
same structure asGbd(s) [6]. In practice,Ĝ(s) andĜbd(s)
as defined above has same number of RHP poles only for
open loop stable systems limiting the applicability ofµ-IM.

This limitation is overcome by relaxing the requirement
that Ĝbd(s) contains the block diagonal elements ofĜ(s).
To relate these results to the input performance, the un-
certainty in Ĝbd(s) is modelled as additive uncertainty
as opposed to the multiplicative uncertainty form used by
Grosdidier and Morari [6]. However this limits the utility
of the results to the case when individual blocks ofĜbd(s)
has equal number of inputs and outputs. ThoughK̂bd(s)
designed based on̂Gbd(s) is always block-diagonal,Kbd(s)
is guaranteed to be block-diagonal only ifGw(s) is block
diagonal. Note that design of̂Kbd(s) based onĜbd(s) only
is equivalent to designing individual loops independently.

Proposition5: Let Ĝ(s) be partitioned asĜ(s) =
Ĝbd(s) + ĜI(s) such thatĜbd(s) is block diagonal with
every block being square and has same RHP poles asĜ(s).
Define Ŝbd(s) = (I + Ĝbd(s)K̂bd(s))−1. Then K̂bd(s)
stabilizingĜbd(s) also stabilizesĜ(s) if

‖K̂bd(s)Ŝbd(s)‖∞ ≤ µ−1
∆ (ĜI(s)) (35)

where∆ has same structure aŝGbd(s).
Proof: Since Ĝbd(s) and Ĝ(s) has same RHP

poles, K̂bd(s) stabilizing Ĝbd(s) also stabilizesĜ(s) if
‖K̂bd(s)Ŝbd(s)‖∞ ≤ ‖ĜI(s)‖−1

∞ [10]. Since stability is
scaling invariant, closed loop system is stable if

‖DK̂bd(s)Ŝbd(s)D−1‖∞ ≤ ‖DĜI(s)D−1‖−1
∞ (36)

where D is a scaling matrix. LetD be restricted to the
set D = {diag(di · Imi

), di ∈ R}, where the dimen-
sions of individual blocks ofĜbd(s) is mi × mi. As
DK̂bd(s)Ŝbd(s)D−1 = K̂bd(s)Ŝbd(s), the conservativeness
of (36) can be reduced by choosingD such that the
right hand side of (36) is maximized. Then the sufficient
condition for the stability of closed loop system is

‖K̂bd(s)Ŝbd(s)‖∞ ≤ sup
D∈D

‖DĜI(s)D−1‖−1
∞ ≤ µ−1

∆ (ĜI(s))

Corollary 3: Consider that all other conditions of Propo-
sition 5 holds, butK̂bd(s) is designed to maximize the
performance of individual loops. Then the closed loop
system is stable ifσH(U(Ĝbd(s))∗) ≥ µ∆(ĜI(s)), where
∆ has same structure aŝGbd(s).

Proposition 5 provide a sufficient condition to assess if
K̂bd(s), designed based on̂Gbd(s), can stabilize the closed
loop system. However it provides no information regarding
the closed loop performance. We present bounds on input
performance, when̂Kbd(s) is designed to maximize the
performance of individual loops in the next proposition.

Proposition6: Let all other conditions of Proposition 5
hold, butK̂bd(s) is designed to maximize the performance
of individual loops. If closed loop system is stable,

1
σH(U(Ĝbd(s))∗) + ‖ĜI(s)‖∞

≤ ‖K̂bd(s)Ŝ(s)‖∞

≤ 1
max(0, σH(U(Ĝbd(s))∗)− ‖ĜI(s)‖∞)

(37)

Proof: Using Ĝ(s) = Ĝbd(s) + ĜI(s), we obtain
(K̂bd(s)Ŝ(s))−1 = (K̂bd(s)Ŝbd(s))−1+ĜI(s). Then, using
singular value inequalities [9],

σ((K̂bd(jω)Ŝbd(jω))−1)− σ̄(ĜI(jω))
≤ σ((K̂bd(jω)Ŝ(jω))−1)
≤ σ((K̂bd(jω)Ŝbd(jω))−1) + σ̄(ĜI(jω)) ∀ω

Now (37) is obtained by maximizing over allω and noting
that σ((K̂bd(jω)Ŝbd(jω))−1) = σH(U(Ĝbd(s))∗).

Representing the individual blocks ofĜbd(s)
as [Ĝbd(s)]ii, we note that σH(U(Ĝbd(s))∗) =
mini σH(U([Ĝbd(s)]ii)∗), i = 1 · · ·np . Then (35) is



most easily satisfied by assigning the RHP poles ofĜ(s)
to the blocks ofĜbd(s) such that the joint controllability
and observability of each pole is maximum. This also
minimizes the upper bound on‖K̂bd(s)Ŝ(s)‖∞.

VI. D ISCUSSION ANDCONCLUSIONS

In this paper, we used a state space framework to obtain
analytic expressions for achievable input performance for
SISO and MIMO systems with and without time delay. Re-
garding the factors affecting achievable input performance,
the following general conclusions are drawn:

1) The input performance primarily depends on the joint
controllability and observability of unstable poles.

2) Time delay poses no serious limitation on the achiev-
able input performance for a system with slow insta-
bilities andvice versa.

3) The input performance of a MIMO system, where the
delays cannot be separated at inputs or outputs, can
be much worse as compared to a system with delays
that can be factored at inputs or outputs.

The results presented here are useful for various purposes
including designs of the process, control structure and
controller synthesis. For optimal controller synthesis, these
results can be used to assess if the input performance
is overly emphasized in the mixed sensitivity objective
function used to trade-off the different objectives. The utility
of the results for other purposes is discussed in turn.

Consider a rational SISO system with two given unstable
poles p1, p2 (p1 > p2) and a zeroz, where z can be
influenced by simple process or operating point changes.
The objective is to choosez such that input usage for
stabilization is minimal. Clearly asz → ±∞, the gain of the
system increases and thus the input requirement decreases
monotonically. In the rangep2 ≤ z ≤ p1, there also exists a
locally optimal value ofz, since a zero close to an RHP pole
reduces its joint controllability and observability increasing
the input requirement. This locally optimal value ofz is
obtained by finding the stationary points of (19) and (20),

zH2,opt =
p1p2

(
3(p1 + p2)±

√
5p2

1 + 5p2
2 + 6p1p2

)

2(p2
1 + p2

2 + 3p1p2)

zH∞,sub =
4p1p2(p1 + p2)
p2
1 + p2

2 + 6p1p2

The results presented here can also be used for controlled
and manipulated variable selection for stabilization. The
use of controller with minimum input usage is justified
as it reduces the likelihood of input saturation and also
minimizes the disturbing effect of stabilization on remaining
control problem [4]. An optimal selection of variables can
be done by evaluating the expression forI2 and I∞ for
different combinations. However in the general case, the
choice of norm can influence the optimal combination of
variables. For example, consider the following system,

Ĝ(s) =
1

(s− 1)(s− 2)
[

(0.7s− 1.2) −(2.2s + 2.4)
]

where the objective is to choose one of the inputs requiring
minimum usage for stabilization. Use ofH2 andH∞-norms
suggests the selection ofu2 andu1 respectively. An appro-
priate choice of norm can be done based on available infor-
mation regarding disturbance characteristics. But noting that
‖K̂(s)Ŝ(s)‖L1 closely addresses the physical constraints of
the system and‖K̂(s)Ŝ(s)‖∞ ≤ ‖K̂(s)Ŝ(s)‖L1 [7], use of
H∞-norm may be preferred. Then if for some combina-
tion of variables,‖K̂(s)Ŝ(s)‖∞ > β, where β depends
on physical constraints, system stabilization without input
saturation using a linear feedback controller is not possible.

With a minor modification, the applicability ofµ-IM
is increased to unstable systems, but it can still be very
conservative. Consider the following system

Ĝ(s) =




1 0 1 β
0 2 β 1
1 0.1 0 0

0.1 1 0 0


 Ĝbd(s) =




1 0 1 0
0 2 0 1
1 0 0 0
0 1 0 0




The sufficient condition for decentralized stabilization
given by Corollary 3 is not satisfied, whenβ > 0.22,
but direct controller design using Matlabr suggests that
K̂bd(s) can stabilizeĜ(s) until β < 0.32. This con-
servativeness arises as∆ is much larger than the true
uncertainty inĜbd(s). It can be reduced using frequency
dependent weights [6], but the choice of such weights is
non-trivial. Further note that the partition of̂G(s) into
Ĝbd(s) andĜI(s) is non-unique. Though some guidelines
are provided, finding the optimal partition of̂G(s) remains
an issue for further research. In this paper, we assumed that
the disturbance model does not share any unstable poles
with the system stable. This assumption can be relaxed for
generalization purposes using the results presented here and
that of Havre and Skogestad [3].

REFERENCES

[1] M.M. Seron, J.H. Braslavsky and G.C. Goodwin,Fundamental
Limitations in Filtering and Control, Springer-Verlag: London; 1997.

[2] J. Chen and R.H. Middleton, New Developments and Applications in
Performance Limitations of Feedback Control,IEEE Trans. Automat.
Contr., vol. 48, no. 8, 2003, pp. 1297–1297.

[3] K. Havre and S. Skogestad, Achievable performance of multivariable
systems with unstable zeros and poles,Intl. J. of Control, vol. 74,
no. 11, 2001, pp. 1131–1139.

[4] K. Havre and S. Skogestad, Selection of Variables for Stabilizing
Control Using Pole Vectors,IEEE Trans. Automat. Contr., vol. 48,
no. 8, 2003, pp. 1393–1398.

[5] J. Chen, S. Hara and G. Chen, Best Tracking and Regulation
Performance under Control Effort ConstraintIEEE Trans. Automat.
Contr., vol. 48, no. 8, 2003, pp. 1320–1336.

[6] P. Grosdidier and M. Morari, Interaction Measures for Systems under
Decentralized Control,Automatica, vol. 22, no. 3, 1986, pp. 309–319.

[7] K. Zhou and J.C. Doyle,Essentials of Robust ControlPrentice Hall,
New Jersey; 1998.

[8] J.C. Doyle, K. Glover, P. Khargonekar and B. Francis, State-Space
Solutions to StandardH2 andH∞ Control ProblemsIEEE Trans.
Automat. Contr., vol. 34, no. 8, 1989, pp. 831–847.

[9] R.A. Horn and C.R. Johnson,Topics in Matrix Analysis, Cambridge
University Press, Cambridge, UK; 1991.

[10] K. Glover, Robust stabilization of linear multivariable systems:
relations to approximation,Intl. J. of Control, vol. 43, no. 3, 1984,
pp. 741–766.


	MAIN MENU
	Front Matter
	Technical Program
	Author Index

	Search CD-ROM
	Search Results
	Print
	View Full Page
	Zoom In
	Zoom Out
	Go To Previous Document
	CD-ROM Help

	Header: Proceeding of the 2004 American Control Conference
Boston, Massachusetts June 30 - July 2, 2004
	Footer: 0-7803-8335-4/04/$17.00 ©2004 AACC
	Session: ThA04.1
	Page0: 2063
	Page1: 2064
	Page2: 2065
	Page3: 2066
	Page4: 2067
	Page5: 2068


