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Design and evaluation of load control in web server systems

A. Robertsson, B. Wittenmark, M. Kihl, and M. Andersson

Abstract— Nonlinear discrete-time modeling of a web server times was analyzed. An admission control algorithm was
system is investigated. Server systems typically containon-  developed using optimal control theory. An other recent
linearities such as saturations and bounded queue lengths. contribution combining queuing and control theoretic re-

The incoming traffic and service rates are best modeled by . . . .
stochastic processes, well described and analyzed by quegi sults is [6]. In [7] a discrete-time linear MIMO-model for

theory. Here, we develop and validate a control theoretic mdel ~@n Apache web server was identified and experimentally

of a general single server queue, a so-called G/G/1-system. evaluated.

Based on the nonlinear system model, design of admission |n [8] and [9], we have analyzed queue length controllers

controllers are presented and the closed loop stability iS¢ \1/G/1-system based on the nonlinear flow model in

analyzed. The behavior of the server model is verified with . N

respect to queue theoretic models. [10], and used this model for deS|gn|.ng a Pl-controller
Finally, experimental evaluation is performed on an Apache for the system. We demonstrated that linear models of the

web server in a laboratory network. A traffic generator is  server system are insufficient to explain the behavior,esinc

used to represent client requests. The control of the Apache the non-linearities in the gate and mainly in the queue &ffec

server has been re-written to implement our algorithms. i ;
We show that the control theoretic model aligns well with both .the stap|l|ty and performance properties and should be
considered in the design process.

the experiments on the web-server. Measurements in the > )
laboratory setup show the robustness of the implemented In [11], we developed and validated a control theoretic
controller, and how it corresponds to the results from the model of aG/G/1-system that can be used for the design of
theoretical analysis and the simulations. load control mechanisms. In this paper, we use this model

|. INTRODUCTION for nonlinear analysis and design of controller parameters

Mod D ks, f le th PSTNfor a Pl-controller.
odern communication networks, for example the ' In Section Il we briefly recapitulate the discrete-time

GSM, UMTS, or the Internet, consist of two types of nodesye e model and in Section il we examine the stability

switching nodes and service control nodes. The SW'tCh'nélroperties for the closed loop system when the admission
nodes enable the transmission of data across the netWOE%’ntrolIer is a PI-controller. Furthermore, the paper aorst

whereas the service pontrol nodes contain the service Iog:;\Cdiscussion about the limitations with both linear control
and control. All service control nodes have basically th

) » e described and reported. Finally there is a discussion
certain rate. Each server has a waiting queue where ¢

. . . -35P the stability results and the results from simulations
are queued while waiting for service. Therefore, a servicg. 4 experiments in Section V. Section VI contains the

control node may be modeled as a queuing system inCIUdi%%nclusions.

a number of servers with finite or infinite queues. One

problem with all service control nodes is that they are 1. SYSTEM MODEL
sensitive to overload. The systems may become overloadedThe system model is shown in Fig. 1. We assume
during temporary traffic peaks when more calls arrive tha, -~

the system is designed for. Since overload usually occursalt the system may be modeled as a G/G/1-system with

o : L an admission control mechanism. The admission control
rather seldom, it is not economical to over-provision the . . i
mechanism consists of three parts: a gate, a controller, and

systems for these traffic peaks, instead admission control . . S
a monitor which measures the average server utilization

mechanisms are implemented in the nodes. Lo
In [2] and [3] a web server was modeled as a static aiﬁ(kh) during intervalkh. Based on the the reference value,
W verw c g Pref @nd the estimated or measured load situagothe

to find opt_|mal con_troller parameters for a PI'Comro"er'controller calculates the desired admittance rdid). The

A scheduling algorithm for an Apache web server was A .
. X . e .~ ~server utilization can be estimated as

designed using system identification methods and linear

control theory in [4]. In [5] a discrete-time queuing system p(Kh) = min (U(kh) +x(kh) 1)

with geometrically distributed inter-arrival times andhdee o(kh)

Anders Robertsson and Bjorn Wittenmark are with the Depemtnof whereo is th.e serwcg rate in .the interval. The z?\naly5|s n
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Fig. 1. Discrete-time model with controller saturation aalurationg for positive queue lengths.

admitted proceed to the rest of the system. The variabdmalysis will thus predict stability for the closed loop for
representing the number of arrivals during control intervaall coefficients{a,, a,} belonging to the stability triangle
kh is denotedA (kh) see Fig. 1. Since the admittance
rate may never be larger than the arrival rate, the actual
admittance ratel is saturated in the intervgD, A]. see [15].

{a,<l, a,>1+a, a,>1-a}, 4)

B. Model with queue limitation

Consider the admission control scheme in Fig. 2 where

In this section we will consider the §tabll|ty properties ofWe have introduced the statds,, %, x,} corresponding
the controlled server node, when using a Pl-controller fqr

; X ) 0 the queue length, the (delayed) utilizatipnand the
I_oad control. First we will consider an approac_h l:_)ased on; tegrator state in the Pl-controller, respectively.
linear queue quel and compare with the f_;ldmlssmle con_tr(_) The state space model will be
parameters derived from nonlinear analysis. The analgsis i
based on the Tsypkin/Jury-Lee stability criterion (disere %y (kh+h) = ¢ (u+xy(kh) — 0)
time versions of the Popov criterion) [12], [13], [14]. Ineth 1
analysis only the dominating 'queue-limitatiogy will be Xp(kh+h) = E(U+X1(kh)) ©)
considered. See Section V for comments on the saturation.  Xg(kh+h) = Kh/T;(0,¢f — X,(kh)) + X5(kh)

IIl. ANALYSIS OF CLOSED LOOP SYSTEM

where u = K(p,; —X,) + %3 and ¢(-) is the saturation

A. Linear design (neglecting saturations
gn (neg g ) function in Fig. 2. By introducing théorward shift operator

Neglecting the nonlinearities in Fig. 1 (assumip(z) =  and leaving out the time arguments, we get
z, i.e., linear and no saturation) and using a standard PI-
controller Ge(z) = K(1+ # - ;) will result in the closed ax, =9 (K(Pref —Xp) + Xg+ Xy — a) (6)
loop dynamics ' 1
Xy = — (K(pref ) +X3+X1) )
G.— Ce(1+Gq)Gm g
1+ Go(1+ Gq)Gm . aX3 = Kh/T; (Prer —Xo) +%5 (8)
B z-K/o(z—1+h/T;) (1) The equilibrium for the system (6-8) satisfigs= x.
" 2.2+ (K/o—2)z+ (1-K/o+Kh/(aT,)) From (8) we get
whereGq and G, represent the queue and monitor dynam- X3 =KN/Ti(Det = %) +X3 = X3 =P

ics, respectively. To match the characteristic polynomial  |nserting this in (6) and (7) we get

z-(Z+(K/o—2)z+ (1-K/o+Kh/(0T, 2
(Z+(K/0-2)z+(1-K/ /(0T)) (2 Q= p(E o)
with a desired characteristic polynomial 1
Xg = pref = E (Xg +X€)

: 9)
z-(Z+a,2+a,) A3) N

we get the control parameters X = ¢ (U(Pref _ 1))

K=(2+a)o, T,=h2+a)/(1+a+a,) As p.o; € [0,1] and using the fact thag(z) =0, Vz< 0 we

get

Using the parameters of the Pl-controller it is thus possibl =0
to make an arbitrary pole-placement, except for the pole X5 = Pref (10)
z=0, which corresponds to a time delay. A simplified linear X§ = 0X3 = 0P,
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Fig. 2. Decomposition into a linear blocks§) and a nonlinear blockg) under negative feedback.

By introducing the change of variables 0]
21=% -0 =74
Zy = X3 = Pret or Xy =2+ Pret
Z3 = X3 = OPret X3 =23+ OPres y v
we get a(1- Py
gz, =qgx,—0 =¢ (—K22+23—|—Zl—0') Fig. 3. @(y) =¢(y—0(1—p,)) Whereo >0 andp, € [0,1].
1
02, = OX; = Pret o (_K22+23+0pref+zl) ~ Pret
023 = 0% = 0Pt =—KN/TiZy+ 23+ 0P — 0Pyt The transfer functiorG; = Gy,.y,(z) from cutB to cut
Rewriting this as a linear system in negative feedback Witﬁ in Fig. 2 will be
the nonlinear functiop:y — ¢(y— o(1—p,.¢)), We get G;=C,(d —A) !B,
AzZ+ Bl = Az+ B i k), -
z=Az Uy = Az — =
B A B = Rt By 2 @+ (-1+K/0)z+K(h=T,) /(aT))
y=0zz

For the forthcoming stability analysis we determine for
which control parameters the linear subsystésis stable.

Z; 0 0 011z 1 The poles of (11) are stable for the area depicted in Fig. 4
q|z| = |1/0 -K/o 1/o| |z|+ o(-y) for the normalized parameteks/o andh/T,.
Z 0 —KhT 1]lz] [0 " e . .
2 C. Sability analysis for discrete-time nonlinear system
y=[-1 K -1] |z To determine the stability for the nonlinear system in
z, (11) we can use the Tsypkin criterion or the Jury-Lee

criterion which are the discrete-time counterparts of the
Note that forp,.; € [0,1] the functiong(-) will belong to  Popov criterion for continuous time systems [16].
the same cone a#(-), namely|[a, B] = [0,1], see Fig. 3. Sufficient conditions for stability are th&; has all its
The incremental variation will also have the same maximaoles within the unit circldzl < 1 and that there exists a
value ( =1). (positive) constant) such that
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-0.4 -02 02 04 model would predict. However, from this parameter set, inear analysis
guarantees only stability for parameteis, {a,} in the upper left triangle

_ ) ) (AL, '#). (Lower:) Pole location corresponding t@{, a,} € Al.

Fig. 4. (Upper:) The internal of the triangle corresponds to the stability

area for the characteristic polynomial (2 + a,,z+ay,) of Gz. (Lower:)

Corresponding stabilizing control parametéi§/a, h/T;}.

Tsypkin plot

Re(1+n(1-z 1))G,(2)] +% >0 forz=€% w>0 (12)
where the nonlinearityp belongs to the confd,k = 1].

In the upper plot of Fig. 5 we havhe stability triangle
for the characteristic polynomial of Eq.(2). By choosing
coefficients for the characteristic polynomial (2) in the
upper left triangle (Al) we will get controller parameters
{K, T;} which also will give a stable transfer functidy. ‘
The corresponding poles are plotted in the lower diagram b Re(o(2)

of Fig. 5. Fig. 6 shows a graphical representation of the _ , _ o
Fig. 6. Set of Tsypkin plots which all satisfy the frequenondition (12)

Tsypkin condition (12) for. this set of c_ontr.ol parametersyo, G, — G,(K, T, where (K, T,) correspond to pole locations in Fig. 5
The green (dashed) non-intersecting line in Fig. 6 corre-

sponds to the existence of a positive paramagteatisfying

Eq.(12). Thus, absolute stability for the nonlinear system ) .

Remark: The Tsypkin criterion guarantees stability foWith the Matlab/Simulink package. The traffic generators
any cone bounded nonlinearity in [0,1] and we can thu§ the discrete-time model were built as Matlab programs.

expect to have some robustness in addition to stability iin€y generate arrivals and departures according to the give
our case. statistical distributions. We tested the system by sentliag

generated traffic to the server controlled by the suggested
IV. EXPERIMENTS admission controllers, and collecting performance metric

The admission control mechanism was implemented jpuch as the server utilization distribution and step respsn
the Apache [17] web server. Apache is made up of a The results from the experiments on the Apache server
core package and several modules that handle differeffereé compared with the results from the discrete-event
operations, such as Common Gateway Interface (CGI) egimulations.
ecution, logging, caching etc. A new module was created
that contains the admission control mechanisms. The néil SEiUP
module was then hooked into the core of Apache, so that it Our measurements used one server computer and one
was called every time a request was made to the web serveomputer representing the clients connected through a 100
The module could then either reject or admit the requedtibits/s Ethernet switch. The server was a PC Pentium IlI
according to the control mechanism. The admission contr@700 MHz with 512 MB RAM running Windows 2000 as
mechanism was written in C and tested on a Windowsperating system. The computer representing the cliergs wa
platform. A discrete-event simulation program implementea PC Pentium 1l 400 MHz with 256 MB RAM running
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Fig. 7. Average server utilization for the open-loop system 02 | P

RedHat Linux 7.3. Apache 2.0.45 was installed on the —o—=<t= T
server. We used the default configuration of Apache. The X
C“e_nt computer Wa_S_ mSta”eq with a HTTP load generatonr'-’ig. 8. Server utilization distribution of measurementnirthe experi-
which was a modified version of S-Client [18]. The S-mental system, K, T;}={20, 2.8} (full) and {K,T,}={20, 0.1} (dashed).
Client is able to generate high request rates even with fe@imulations of a controlled M/M/1-systenfdotted) and a controlled
client computers by aborting TCP connection attempts thi/P/1-system(dash-dotted) are also shown for comparison.

take too long time. The original version of S-Client uses

deterministic waiting times between requests. We modified ) o _ o
the code to use Poissonian arrivals instead. The cliefltting the estimated distribution function. The distrion

program was programmed to request dynamically generat&1ction is estimated from measurements during 1000 sec-
HTML files from the server. The CGI script was written onds with the specific parameter setting. The distribution
in Perl. It generates a random number of random numbefé‘nCtion shows how well the control mechanism meets the
adds them together and returns the summation. The avere( Et_ control objective. Second, we plot the step response

request rate was set to 100 requests per second in Hrna 60 seconds when starting with an empty system.

experiments except for the measurements in Fig. 7. Tr;@e step response shows the settling time for the control

modified Apache version was installed on the server. In afi€chanism.

experiments, the control interval was set to one second.
E. Distribution function

100

B. Validation of the Model ) ) o )
Fig. 8 shows the estimated distribution function when

‘We have validated that the open-loop system, that i§sing the PI-controller. Both good and bad parameter set-
without control feedback, is accurate in terms of averagl('angs were used to outline the differences in behavior and
server utilization. The average server utilization foryg o formance. An ideal admission control mechanism would
arrival rates are shown in Fig. 7. For a single-server queugyq,y a distribution function that is zero until the desired
the server utilization is proportional to the arrival raé®d 554 and is one thereafter. In this case, the load was kept at
the slope of_the_server utilization curve is given by th%o%, and the parameter settind {T}={20, 2.8}, results
average service time. The measurements in Fig. 7 gives g, conroller that behaves very well in this sense. The
estimation of the average service time in the web Servelarameter setting,i, T}={20, 0.1}, as can be seen, per-

1 b I 1 . 1 1

1/u=0.0255. form worse. Also, as comparison, results from simulations
of a M/D/1-system and a M/M/1-system are given in Fig. 8,

when using K, T;}={20, 2.8}. The simulation results from

Control parameters for the Pl-controller are chosen froffege systems align well with the experimental results of
the stability area Al in Fig. 5. In the simulations andy,e Apache server.

experiments below we use{T;}={20, 2.8}.

C. Controller parameters

D. Performance metrics F. Step response

An admission control mechanism have two control objec- Fig. 9 shows the behavior of the web server during
tives. First, it should keep the control variable at a refese the transient period. The measurements were made on an
value, i.e., the errore = p,.; — p, should be as small as empty system that was exposed to 100 requests per second.
possible. Second, it should react rapidly to changes in tfithe parameter setting K{ T.}={20, 2.8}, exhibits a short
system, i.e., the so-called settling time should be shomrettling time with a relatively steady server utilization.
Therefore, we tested the mechanism in two ways. First, weomparisons to M/D/1 and M/M/1 simulations, also in
show the steady-state distribution of the output variaje, Fig. 9, show that the model is accurate.
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there are few mathematical tools for design and stability
analysis of, for instance, admission control mechanisms.
Therefore, these mechanisms have mostly been developed
with empirical methods. In this paper, we have designed
load control mechanisms for a web-server system with con-
trol theoretic methods and analyzed its stability propstti
The controller structure considered is a Pl-controller and
region for stabilizing control parameters is presented.

The designs have been experimentally verified with sim-
ulations and experiments on an Apache web-server system.
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V. DISCUSSION

The analysis in Section IlI-C gives sufficient conditions 9]
and a region for control parameters which guarantee stabil-
ity of the nonlinear closed loop as well as for the simplified10]
linear model. We are of course not restricted to choo
parameters from only this region as the main objective is
that the nonlinear system should be stable. However, we
can conclude that (12

« Pole-placement based on a linear model is OK in a
restricted area (regioAl in Fig. 5). (13]

« There are choices of parameters that gives stable closed
loop poles, but where the linear analysis would indicaté4]
an unstable closed loop systems.

During simulation studies the dominant nonlinear effectis)
has come from the queue nonlinearipy The saturation
due to limited arrival rate can be handled with a standarlée]
implementation of an anti-reset windup scheme, see [9].

VI. CONCLUSIONS

Traditionally, queuing theory has been used when inves-
tigating server systems. However, within queuing theory
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