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Controllability of Piecewise Linear Descriptor Systems

Guangming Xie and Long Wang

Abstract—The controllability of piecewise linear descriptor ~ Furthermore, the intrinsic relationship between our results
systems is considered in this paper. Necessary and sufficient and the existing results for linear time-invariant descriptor
geometric criteria for C-controllability and R-controllability systems and piecewise linear systems are also addressed. A
of such systems are established, respectively. These conditions | d sufficient criterion for C trollabilit '
can be easily transformed into algebraic form. Furthermore, nov_e necgssa_ry an_ su |C|en_ criterion tor _-Con ro ability
the intrinsic relationship between our results and the existing Of linear time-invariant descriptor systems is derived as a
results are also discussed. Then a novel necessary and suf-byproduct.
ficient criterion for C-controllability of linear time-invariant This paper is organized as follows. Section Il formu-
descriptor systems is derived as a byproduct. lates the problem and presents some preliminary results.
C-controllability and R-controllability are investigated in
N - Section Ill. The relationship between our results and the
The problems of controllability and observability of existing ones are discussed in Section IV. Section V presents

descriptor systems have been well studied[1-13]. Theggo jllustrating examples. Finally, Section VI concludes the
are several definitions of controllability. For a linear timeynole paper.

invariant descriptor system, the system is cattechpletely

controllable (C-controllabld}], if it can be driven to any Il. PRELIMINARIES
terminal state from any admissible initial state; the system
is called R-controllablgl], if it can be driven to any
terminal state in the reachable set from any admissible Eii(t) = Agx(t) + Bau(t),t € [ti_1,ts),i=1,---k,
initial state; the system is calleidnpulse controllable (I- (1)
controllable]9], if for every initial condition there exist where x(t) € R is the state vectoru(t) € RP? is
a smooth(impulse-free) contral(t) and a smooth state the input vectorz(tt) = limy,_o+ 2(t + h), z(t™) :=
trajectory z(t) solution; and the system is calletrongly  lim,_,q+ 2(t — k), z(t~) = z(t) implies that the solution
controllable (S-controllablg®], if it is both R-controllable of system (1) is left continuoudy;, A;, B; are the known
and I-controllable. [10] investigated C-controllability of de-y, x n, n x n andn x p constant matrices, for=1,2, - - -, k,
scriptor systems with single time-delay in control, and necg; is a singular matrix andlet(sE; — A;) # 0, and the
essary and sufficient conditions were established. Then [1djscontinuous pointg; < ¢, < --- < t,_1, wherety < t;
extended the results in [10] to multiple time-delays casend¢,_, < t; = tp < oo.

and necessary and sufficient criteria for R-controllability The system is said to begularif each triple( E;, A;, B;)

and I-controllability were derived as well. [12] and [13]is regular as a time-invariant descriptor system, foe
studied the issues of Controllability and observability for1’2’...’]€_ In this paper, we assume that system (1) is

analytically solvable linear time-varying singular systemsgegular.
but the model considered in [12] and [13] was assumed t0 Since each triplé ;, A;, B;) is regular, there exist non-

be in the standard canonical form. singular matrices?; and Q; such that
Despite these important results on controllability analysis

of time-invariant or time-varying descriptor systems, very). g, p, — [In 0} O, AP, = l:Gi 0 } Q:B; = |:Bi,1
few papers consider piecewise linear descriptor systems. 0 NiJ’ 0 Inn—p,]’ Bis
In this paper, we aim to derive necessary and sufficienth N e R-n)x i ni . Rr B, (2
criteria for controllability of piecewise linear descriptorW(ne_rs)XZ € 's nilpotent, i1 € 22 €
systems. For a piecewise linear descriptor system, a distifet . and0 < n; < n. The matrixP; and its inverse
feature is that the trajectory of the system is discontinuo¥© decomposed as

and jumps at the discontinuous point. We investigate C- p-1
controllability and R-controllability of such systems, and P, =[P, Pig], P '= { Pf’-ﬂ } 3)
necessary and sufficient geometric conditions are estab- o2

lished. Then, the algebraic criteria are obtained as welvhere P;; € R"*", P,, € R"*(n=n), Pijf € Rmxn

and P, € R(»=")xn_Moreover, denoté; = t; — t;_1,
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I. INTRODUCTION

Consider the piecewise linear descrptor system given by




i=0,1,---,n— 1. Let [];, A; be the matrices product
A;--- A, and[]l_, A, be the matrices produet,, - - - A;.
Now we consider the general solution of system (1).
Lemma 1:For anyt € (tx_1,tx], given the initial state
o and an inputu € U, the general solution of system (1)
is given as follows:
@ifk=1,

x(t) = P11 exp[Gi(t — to)]Pifx(to)
+P1 1 ftto e =9 By ju(s)ds

n—mi

—Pio > (N1)I 1By ouli=b(1),

j=1
() if k=23,
{j
m—+1 :

[ [T Hi(Pnx " ) eCGmtm=9)B u(s)ds

j=k—1 "
—4'm,2 Z'L(Nm)j_le,Zu(j_l)(tm)):|
j=1

+Pi-11 ftik__; exp[Gr—1(tk—1 — )| Br—1,1u(s)ds

}

(4)

1

[T Hjz(to)
=k—1

x(t) = Py exp[Gy(t — tk,l)]P,;}

k=2

+ X
m=1
n—mny,

n—ng_1

> (Np—1)?™'Bp_10ul=1(1)

Jj=1

—Pp_12

+Pyn fttk_l exp|Gy(t — s)|By,1u(s)ds

n—mrg

—Pro 2 (Nk)j’lBk.gu(j’l)(t)
j=1
®)
Proof: See Appendix A. ]

Remark 1:By Lemma 1, we know that the solution of
system (1) is discontinuous &t, ¢ = 0,1,---, k. At the
discontinuous point;, the state jumps from(t; ) to z(¢;).
One part ofz(t;") is inherited fromz(¢; ), and the other
part is corresponding to the control inpugt;).

Proof: Since

(QA)'~'QIm(B)

NgE!

(QAIQB) = 32 (QA)'Im(QB) =

i=1 @

-Q ; (AQ)"~'Im(B) = Q(AQ|B)

n

1

We only need to verify thatA —I,,| B) = (A|B). In fact, it

is easy to see thdtd — I,,|B), (A+1,,|B) C (A|B). Then

we have(A|B) = (A— I, + I,|B) C (A —I,|B). Hence,
we have(A — I,,|B) = (A|B). [ |

In the following, we’ll discuss the controllability of system
(1) at time instantt;. If & = 1, then the system is
reduced to a linear time-invariant descriptor system, for
which many controllability definitions and criteria have
been established[1][4][7]. Thus, in the remaining part of
the paper, we concentrate on the case when2 3, ---.

IIl. CONTROLLABILITY

First, we discuss the reachability of system (1). For
system (1), a state; is calledreachablefrom initial state
zo € R™ at time instantts(ty, < tf), if there exists
an inputu(t) € U such that the system is driven from
z(to) = zo t0 x(ty) = zy. Lt Ry, 4,)(2z0) be the set of
reachable states from,. The reachable set of the system
iS Rit,t;] = Uy, Rito.ts1(T0)-

Theorem 1:For system (1), the reachable set from state
xo in [to, ty] is given by

Now, we’'ll give some mathematical preliminaries as the

basic tools in the following discussion.

Given matricesA € R™*™ and B € R"*P, denote
Im(B) therangeof B, i.e.,Zm(B) = {yly = Bx,z €
RP}, and denoté A| B) the minimal invariant subspa¢#5]
of A onZIm(B), ie., (A|B)=>", A'Im(B).

R[to,tf](xo) =TIn(xo)+

k—1 ,m+1

Z < H HJP"”Qm«Am + Em)PmQ'rnle>) (8)
+PLQu((Ar + Ey) PrQpr|Bx)

m=1 " j=k

The following lemma is a generalization of Theorem

7.8.1 in [14], which is the starting point for deriving the
controllability criteria.

Lemma 2:[17] Given matricesG € R™*™ | By €
R™*P N € R"2*"2 By € R™*P P € R"™™*™ and P, €
R™*"2, wheren; +ny =n, for any0 < ¢y < ty < 400,
we have
t

{zlz =P [,/ e =% Biu(s)ds

Py 3 (N1 Bauli-(t;),u € U} (6)
j=1

=[PPSR ]I B D)

Lemma 3:Given matrices4d, Q € R"*™ and B € R"*?,
we have

(QA—I,|@B) = Q(AQ|B) (@)

whereZn(zg) = H;:k Hjxo.

Proof: First, we considerR[to,tf](O). By Lemma 1,
let z(tg) = 0, we have

|

_Pm,Q Z ,(Nm)jile,Zu(jin(tm)):|
=1

J
+Pi f:kfil exp[Gk(ts — 5)|Br,1u(s)ds

—Pro Y (Ng) ™' By ouV~V(ty)
j=1

k—1

z(ty) = X

m=1

m—+1

[T H;

=k

tm

. eCGmtm=3I B u(s)ds
m—1

<Pm,,1

9)
1965



It follows that Corollary 2: System (1) is R-controllable ifito, ] if

Rlto, tf] and only if
k—1

m+1
B B , tm G (tm—5) L
=tele= S [T a0 (Posfiz, o P <H Hﬂ')

m=

—Prs E"'L(Nm)f—le,zu“‘”(tm))} 1 (11)
+Pu1 [}1 | exp[Gilty — 5)|Brau(s)ds E ( I Ul (At E) P Q| B
e i -iPka<(Ak+Ek)Pka|Bk>
“Piz 2 (Ne)! "By 2ut"V(ty), u € U} Proof; By Theorem 1, it is easy to see that
. e . — tm G (tm—s) 1
z:: { 1;[ Hi{ele = P ftmfl ¢ B ru(s)ds Rito.ts) = Im (H Hj)
—Im,2 Z (Nrn)J 2u(j71)(t’m)7u € U}:| ki 1_[ <( ) | > (12)
7 ! S + ( H P’man r)’L+E7TL PmQ’rn BTTL )
+{I|SL‘ =P 1] f exp[Gk(tf — S)]Bk 1u( )ds m=1"\ j=k
n—ny, +P; A + E) P, B
—Pio S (Ni) 'BrouY=Y(ty),u € U} e Qi {(Ar k) £kl Br) ) )
j=1 Then the system is R-controllable if and only if, for any
By Lemma 2, we get zo € R™ and anyzy € Ry, ¢, equation (5) has a solution
u(t) € U. This is equivalent to
—1 m—+1
Rito.ts) = X | TT HiPul[ S A 11| Bt ]>> 7 — In(xo)
m=1 j=k k—1 m—+1
H'Pm m Am Empm mBm)
e[ 801 2 ) i & (11 HiPu@n((An + En)Pos@on| B
Form=1,---,k, by Lemma 3, FPQr{(Ar + Ei) PeQx| Br) (13)
e 211 e ]y for any 2o € R" and anyzy € Ry, ,- This is also
" ™ equivalent to
= m Am, EnL P Bm — g
) Q <( + ) QO| > R[to,tf]g Z ( H HjP’VVLQTTL<(ATTL + Em)PQO|Bm>)
It is easy to verify that (8) holds for zero state. For non-zero m=1 " j=k
statexq, the proof is similar and thus omitted. ] +PeQr((Ax + Ej) PrQr| Br) (14)
Definition 1 (C-controllability): System (1) is said to be Obviously, this is equivalent to (11) m
completely controllable (C-controllability) ifto,¢s] (to < Y. q '
tr), if for any statery, 2, € R™, there exists an input(t) € IV. RELATIONS BETWEEN OUR RESULTS AND THE
U such that the system is driven framfity) = zo toz(tf) = EXISTING RESULTS
Lfe _ _ ) ) In Section lll, necessary and sufficient conditions for
Corollary 1: System (1) is C-controllable i, ;] if  controllability of piecewise linear descriptor systems are
and only if derived. Since piecewise linear descriptor systems are ex-
k=1 ,m+1 tensions of linear time-invariant descriptor systems and
21 ( Hk H;j P Qum (A + Em)PQOle>> (10) Piecewise linear systems, our results generalize the existent

+PkQ,i<(Ak + Ep)PaQu|By) = R” results on cont.rollab@lity pf linear time-invariant descriptor
Proof: System is C-controllable if and only if, for Systems and piecewise linear systems.

any o, zy € R", equation (5) has a solution(t) € U. By A Extension from linear time-invariant descriptor systems

Theorem 1, this is equivalent to For system (1), {E;, A;, B;) = (E, A, B),i =1, ,k,

x5 —In(zo) then the system is reduced to a linear time-invariant de-
k=l pmdl scriptor system. We'll show that criteria (10) and (11) are

< mz::l (jl;[k H; PG ((Am +Em)PQO‘Bm>) reduced to the traditional ones. In fact, in this case we

+PeQr{(Ar + Ep) PeQr|By) can assume thatP;, Q;) = (P,Q), (Gi, N;) = (G,N),

for any € R™. Thus, this is equivalent to (10). m L k. whereG € R, P = [Pl’Pz]' P =
1‘07ajf P —1 _ H .
Definition 2 (R-controllability): System (1) is said to be [ ! } and B = [ 5 ] We will discuss them respec

Py
controllable in the set of reachable states (R-controllabl 5\/ey
in [to, /] (to < t,), if for any initial statez, € R and any (a) C-controllability. Criterion (10) is simplified as

terminal stater; € Ry, ¢,1, there exists an input(t) € U k=1
such that the system is driven fromity) = o to z(tf) = mzl ( H H; PQ((A + E)PQ|B>) (15)

xf. +PQ<(A+E)PQ|B> =
1966



First, it is easy to see thaPQ{(A + E)PQ|B)
P (G|B1) + P»(N|Bs). Next, for anyt € R, we have

In particular, ifE; = 1,,, i =1,---, k, then (23) is just

k—1 m+1
Py exp(Gt) P (PL(G| Br) + P>(N|B3)) 3 (}l xp(A;) (A B} ) + (Al Br) = R
= Py exp(Gt) P Pi(G|By) + Py exp(Gt) P ' Py(N|By) (24)
= P exp(Gt)(G|By) C Pi(G|By). It is easy to see that (24) is just the traditional criterion for

Thus, we know that the left part of the equation (15) i€ontrollability of piecewise linear systems[16].
just P, (G|B,) + P»(N|Bs). Since P is nonsingular, (15)  AS to criterion (11), we have

is equivalent to Im(TT;_ g exp(A;jhy))

(G|By) @ (N|By) = R™. (16) <5 (ml_jI’: exp(Ajhj)<Am|Bm>) + (Ak|By)

(25)

m=1

It is obvious that (16) is just the traditional criterion for C-
controllability of linear time-invariant descriptor systems.Obviously, (25) is also equivalent to (24). Thus, we show
Thus, the existent result is a special case of our resuthat C-controllability and R-controllability are both reduced
Moreover, we get a new criterion for C-controllability of to the general controllability of piecewise linear systems.
linear constant descriptor systems as follows.

Corollary 3: A linear time-invariant descriptor system V. ILLUSTRATING EXAMPLES
(E,A, B) is C-controllable if and only if one of the |n this section, we give two numerical examples to
following condition holds: illustrate how to utilize our criteria.
((A+ E)PQ|B) = R", (17) Example 1:Consider a 6-dimensional linear piecewise

constant impulsive system with
rank([B’ (A + E)PQB7 T ((A + E)PQ)TL—lBD =n,

1/0 0 0 0 O
(18) oj0 1 0 0 O
rank([(A + E)PQ — I,,5, B]) = n, Vs. (19) g._|0/0 00 00
(b) R-controllability. Criterion (11) is simplified as =1 0l0 0 0 0 O
) bl 0/0 0 0 0 O
Im(I] Hy) € & ( 1 H,PQ((A + E)PQIB)) 0j0 0 0 0 0
J= m= 1=
+PQ{(A+ E)PQ|B) 0j0 0 0 0 ¢ 1
(20) 0(1 0 O O O 0
Then, (20) is equivalent to A = 8 8 (1) 2 8 8 By = (1)
k 0j0 0 0 1 O 0
Prexp(G Y hj)Im(P; ) C Pi(G|By) + Po(N|By) 0/0 0 0 0 1 0
j=1
(21) 1 0 0 0|0 O
Moreover, since&m(Py) (Im(P2) = 0, (21) is equivalent 0 1 0 0|0 O
to g, |0 0 1 0l0 0
2710 0 0 1|0 O
& 0 0 0 0|0 O
Presp(G X h)Tm(Pr) € RUGIB) (22 000 0‘ o9
Since Py, P ' andexp(G'Y5_, h;) are all full rank, (22) i Cl’ 8 8 8 8 8
is equivalent to R™ C (G|B;) . Obviously, this is also 0 0 1 0lo 0 1
equivalent to(G|B;) = R™. This is just the traditional A2=109 0 1 1/0 o |:B2=] o
criterion for R-controllability of linear time-invariant de- 0 0 O 0‘ 1 0 1
scriptor systems. 0 0 0 0jO0 1 0
B. Extension from piecewise linear systems wherety =0, &, =1 andty =ty = 2.

Now, we try to use our criteria to study the controllability

system is reduced to a piecewise linear system. We'll shoOf the system in Example 1. By simple calculation, we get

. =P = Q1 = QQ =1Ig,n =1 andny = 4. Moreover,
that the criteria (10) and (11) are also reduced to th&- is easy to verify thatfl (A, + E1|Br) + (As + Eo|By) —

traditional ones. In fact, in this case we can assume thgj; !
(P, Qi) = (In,E.‘l), i =1k then (10) is rewritten R By Corollary 1, .the system is C-controllable. In fact,
i we take the control input as

For system (1), ifEy, - - -, F) are nonsingular, then the

as
k=1 ,m+1 L . c1, te (0,1);
A ET (AnE " | B, t—1)+c3, t=1;
Z (L o) B AL BD) - g u) =g @OTUFR AT, @)
+E; N ARE Y By) = R” es(t—2)+cs, t=2
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c1 1.7839 3.7982 0 O
c2 2.0143 5.8126 0 0
Then we haver(2) = HyHyz(0) + ® ii , where® = Zm( 2'0143 3'0943 (1) (2) ). It is easy to verify
Cs 0 0 1 1
co 0 0 0 0
> 0 0 0 0 0 that Zm(®) = TRp,z. This shows that the system is
e—e’ —e 0 0 0 0 R-controllable indeed. As to C-controllability, it is obvious
0 0 —e e=1 0 0 1 tiseasytoverify to see thatth&'" variable of the state remains zero all the
8 8 _06 (1] 8 f)l time. It can not be affected by any input. It is easy to see
0 0 0 0 -1 0 that the system is not C-controllable.
that the matrix® is nonsingular. This shows that the system
is C-controllable indeed. V1. CoNcLUsIOoN
Example 2:Consider a 6-dimensional linear piecewise This paper has dealt with the controllability of piece-
constant impulsive system with wise linear descriptor systems. Necessary and sufficient
1 00 0lo o geometric crlterla. for C—controllgbmty and R-cqntr_ollab|l|ty .
01 0 0l0 o0 have been established, respectively. These criteria are easily
0 o 1 0lo o transformed into the algebraic forms. Furthermore, the
by = 0 0 0 1|0 O relationship between our results and the existing results in
0 0 0 O ‘ 0 1 the literature have also been discussed. A novel necessary
0 0 0 0fjO O and sufficient criterion for C-controllability of linear time-
01 1 110 o0 1 invariant descriptor systems has been derived as a byprod-
1 0 0 0/0 O 0 uct.
A= 8 8 é (1) 8 8 B = 8 APPENDIXA
0 0 0 0‘ 10 1 Proof: [Proof of Lemma 1] Fori = 1,2,---,k, let
0 0 0 00 1 0 zi(t) = P la(t), t € [ti_1,t;), we decompose;(t) as
é (1) 8 8 8 8 zi(t) = { Z;Eg } , Where ;1 (t) € R™ and z; 5(t) €
By — 0 0 1/0 0 O R™~"i, then we get
0 0 0|0 O 1 .
0 0 00 0 0 Zi,1(t) = Gizia(t) + Biu(t),
0 0 0/0 O O N;iZio(t) = z;.2(t) + Bi2u(t), (28)
0 1 0l o 0 0 0 Zz( i— ) P.’I}( i— 1)7 t e [tlfhtz).
1 1 0|0 0 O 0 The solution of (28) is, fot € (¢;—1, ;)
A= |5 ot o o| =0 ()
0 0 0[0 1 O 1 zi(t) =
0 0 0|0 0 1 0 . (tzf(f? ‘ +f B, us)ds,
wheretofotlflandtgftff2 _ ‘< i fiz A
By simple calculation, we gePy = P, = Q1 = Q> = Z ( By oul 1)( ),
Is, n1 = 1 andno = 2. Moreover, it is easy to verify that j=1 %)

H2<A1 +E1‘Bl> + <A2 +E2|BQ> g R6, bUtI’fTL(HQHl) -
Hy(Ay + E1|By) + (A2 + E5|Bs). By Corollaries 1 and 3,
the system is R-controllable, but not C-controllable. In fact, z(t) = P,z;(t) = Pi12i1(t) + Pi22i2(t)

Then, fort € (t;_1,t;), we get

we take the control input as = P 1eCit—ti-Ug (t; 1) + Pig ftt eGit=9) B, Juds
: S P :
c1, te€(0,0.5]; _P I=1B; yul = (¢
I B on X N B
c3, te (1,2) G (t ti_ 1)P P i (t— s) . d
a, t=2. = Piye Yation) + P Jp Bj 1uds
Jj—1 (3-1)
Then we haver(2) = HyH;x(0) + ®[c1,co,c3,c4]7, —Fia Z ( i)’ Biu *)
2.0037 1.1867 0 0
2.8956 1.5344 0 0 Sincezl,l(to) = Pl_llz(to), fort e (to,tl), we have
where & N 1.7663 1.1875 1.7183 0 ’
= o . .
8 8 8 _(1) a(t) = Prae@ U0 Prla(to) + Pry f, e U9 By quds
n—mni . .
0 0 0 0 —Pis Y (N1)1—13172u(3—1)(t).

Meanwhile, by simple calculation, we geRpp 2 = =1
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Since z(t;) = =(t
t = t1. Thus, we know that (a) holds.

1), the above equation also holds for
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Since z(t;) = x(t, ), the above equation also holds for
t = t;. Thus, we know that (5) holds fok. ]
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