
Controllability of Piecewise Linear Descriptor Systems

Guangming Xie and Long Wang

Abstract— The controllability of piecewise linear descriptor
systems is considered in this paper. Necessary and sufficient
geometric criteria for C-controllability and R-controllability
of such systems are established, respectively. These conditions
can be easily transformed into algebraic form. Furthermore,
the intrinsic relationship between our results and the existing
results are also discussed. Then a novel necessary and suf-
ficient criterion for C-controllability of linear time-invariant
descriptor systems is derived as a byproduct.

I. I NTRODUCTION

The problems of controllability and observability of
descriptor systems have been well studied[1-13]. There
are several definitions of controllability. For a linear time-
invariant descriptor system, the system is calledcompletely
controllable (C-controllable)[1], if it can be driven to any
terminal state from any admissible initial state; the system
is called R-controllable[1], if it can be driven to any
terminal state in the reachable set from any admissible
initial state; the system is calledimpulse controllable (I-
controllable)[9], if for every initial condition there exist
a smooth(impulse-free) controlu(t) and a smooth state
trajectoryx(t) solution; and the system is calledstrongly
controllable (S-controllable)[2], if it is both R-controllable
and I-controllable. [10] investigated C-controllability of de-
scriptor systems with single time-delay in control, and nec-
essary and sufficient conditions were established. Then [11]
extended the results in [10] to multiple time-delays case,
and necessary and sufficient criteria for R-controllability
and I-controllability were derived as well. [12] and [13]
studied the issues of controllability and observability for
analytically solvable linear time-varying singular systems,
but the model considered in [12] and [13] was assumed to
be in the standard canonical form.

Despite these important results on controllability analysis
of time-invariant or time-varying descriptor systems, very
few papers consider piecewise linear descriptor systems.
In this paper, we aim to derive necessary and sufficient
criteria for controllability of piecewise linear descriptor
systems. For a piecewise linear descriptor system, a distinct
feature is that the trajectory of the system is discontinuous
and jumps at the discontinuous point. We investigate C-
controllability and R-controllability of such systems, and
necessary and sufficient geometric conditions are estab-
lished. Then, the algebraic criteria are obtained as well.
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Furthermore, the intrinsic relationship between our results
and the existing results for linear time-invariant descriptor
systems and piecewise linear systems are also addressed. A
novel necessary and sufficient criterion for C-controllability
of linear time-invariant descriptor systems is derived as a
byproduct.

This paper is organized as follows. Section II formu-
lates the problem and presents some preliminary results.
C-controllability and R-controllability are investigated in
Section III. The relationship between our results and the
existing ones are discussed in Section IV. Section V presents
two illustrating examples. Finally, Section VI concludes the
whole paper.

II. PRELIMINARIES

Consider the piecewise linear descrptor system given by

Eiẋ(t) = Aix(t) + Biu(t), t ∈ [ti−1, ti), i = 1, · · · , k,
(1)

where x(t) ∈ <n is the state vector,u(t) ∈ Rp is
the input vector;x(t+) := limh→0+ x(t + h), x(t−) :=
limh→0+ x(t − h), x(t−) = x(t) implies that the solution
of system (1) is left continuous,Ei, Ai, Bi are the known
n×n, n×n andn×p constant matrices, fori = 1, 2, · · · , k,
Ei is a singular matrix anddet(sEi − Ai) 6≡ 0, and the
discontinuous pointst1 < t2 < · · · < tk−1, wheret0 < t1
and tk−1 < tk = tf < ∞.

The system is said to beregular if each triple(Ei, Ai, Bi)
is regular as a time-invariant descriptor system, fori =
1, 2, · · · , k. In this paper, we assume that system (1) is
regular.

Since each triple(Ei, Ai, Bi) is regular, there exist non-
singular matricesPi andQi such that

QiEiPi =
[
Ini 0
0 Ni

]
, QiAiPi =

[
Gi 0
0 In−ni

]
, QiBi =

[
Bi,1

Bi,2

]
(2)

whereNi ∈ R(n−ni)×p is nilpotent,Bi,1 ∈ Rni×p, Bi,2 ∈
R(n−ni)×p and0 < ni < n. The matrixPi and its inverse
are decomposed as

Pi = [Pi,1, Pi,2], P−1
i =

[
P−1

i,1

P−1
i,2

]
(3)

where Pi,1 ∈ Rn×ni , Pi,2 ∈ Rn×(n−ni), P−1
i,1 ∈ Rni×n

and P−1
i,2 ∈ R(n−ni)×n. Moreover, denotehi = ti − ti−1,

Hi = Pi,1 exp(Gihi)P−1
i,1 , i = 1, · · · , k.

In the rest of the paper, denoteU the set of functions
with piecewise differentiablen − 1 times. As usual, we
assume that all the control inputu(t) ∈ U. Given an input
functionu(t) ∈ U, u(i)(t) denotes theith derivative ofu(t),



i = 0, 1, · · · , n − 1. Let
∏n

i=1 Ai be the matrices product
A1 · · ·An and

∏1
i=n Ai be the matrices productAn · · ·A1.

Now we consider the general solution of system (1).
Lemma 1:For any t ∈ (tk−1, tk], given the initial state

x0 and an inputu ∈ U, the general solution of system (1)
is given as follows:

(a) if k = 1,

x(t) = P1,1 exp[G1(t− t0)]P−1
1,1 x(t0)

+P1,1

∫ t

t0
eG1(t−s)B1,1u(s)ds

−P1,2

n−n1∑
j=1

(N1)j−1B1,2u
(j−1)(t),

(4)

(b) if k = 2, 3, · · ·,

x(t) = Pk,1 exp[G1(t− tk−1)]P−1
k,1

{
1∏

j=k−1

Hjx(t0)

+
k−2∑
m=1

[ m+1∏
j=k−1

Hj

(
Pm,1

∫ tm

tm−1
eGm(tm−s)Bm,1u(s)ds

−Pm,2

n−nm∑
j=1

(Nm)j−1Bm,2u
(j−1)(tm)

)]
+Pk−1,1

∫ tk−1

tk−2
exp[Gk−1(tk−1 − s)]Bk−1,1u(s)ds

−Pk−1,2

n−nk−1∑
j=1

(Nk−1)j−1Bk−1,2u
(j−1)(t)

}
+Pk,1

∫ t

tk−1
exp[Gk(t− s)]Bk,1u(s)ds

−Pk,2

n−nk∑
j=1

(Nk)j−1Bk,2u
(j−1)(t)

(5)
Proof: See Appendix A.

Remark 1:By Lemma 1, we know that the solution of
system (1) is discontinuous atti, i = 0, 1, · · · , k. At the
discontinuous pointti, the state jumps fromx(t−i ) to x(t+i ).
One part ofx(t+i ) is inherited fromx(t−i ), and the other
part is corresponding to the control inputu(ti).

Now, we’ll give some mathematical preliminaries as the
basic tools in the following discussion.

Given matricesA ∈ Rn×n and B ∈ Rn×p, denote
Im(B) the range of B, i.e., Im(B) = {y|y = Bx, x ∈
Rp}, and denote〈A|B〉 theminimal invariant subspace[15]
of A on Im(B), i.e., 〈A|B〉 =

∑n
i=1 Ai−1Im(B).

The following lemma is a generalization of Theorem
7.8.1 in [14], which is the starting point for deriving the
controllability criteria.

Lemma 2: [17] Given matricesG ∈ Rn1×n1 , B1 ∈
Rn1×p, N ∈ Rn2×n2 , B2 ∈ Rn2×p, P1 ∈ Rn×n1 andP2 ∈
Rn×n2 , wheren1 + n2 = n, for any 0 ≤ t0 < tf < +∞,
we have

{x|x = P1

∫ tf

t0
eG(tf−s)B1u(s)ds

−P2

n2∑
j=1

(N)j−1B2u
(j−1)(tf ), u ∈ U}

= [P1, P2]〈
[

G 0
0 N

]
|
[

B1
B2

]
〉

(6)

Lemma 3:Given matricesA,Q ∈ Rn×n andB ∈ Rn×p,
we have

〈QA− In|QB〉 = Q〈AQ|B〉 (7)

Proof: Since

〈QA|QB〉 =
n∑

i=1

(QA)i−1Im(QB) =
n∑

i=1

(QA)i−1QIm(B)

= Q
n∑

i=1

(AQ)i−1Im(B) = Q〈AQ|B〉

We only need to verify that〈A−In|B〉 = 〈A|B〉. In fact, it
is easy to see that〈A− In|B〉, 〈A + In|B〉 ⊆ 〈A|B〉. Then
we have〈A|B〉 = 〈A− In + In|B〉 ⊆ 〈A− In|B〉. Hence,
we have〈A− In|B〉 = 〈A|B〉.
In the following, we’ll discuss the controllability of system
(1) at time instanttf . If k = 1, then the system is
reduced to a linear time-invariant descriptor system, for
which many controllability definitions and criteria have
been established[1][4][7]. Thus, in the remaining part of
the paper, we concentrate on the case whenk = 2, 3, · · ·.

III. C ONTROLLABILITY

First, we discuss the reachability of system (1). For
system (1), a statexf is calledreachablefrom initial state
x0 ∈ Rn at time instanttf (t0 < tf ), if there exists
an input u(t) ∈ U such that the system is driven from
x(t0) = x0 to x(tf ) = xf . Let R[t0,tf ](x0) be the set of
reachable states fromx0. The reachable set of the system
is R[t0,tf ] =

⋃
∀x0

R[t0,tf ](x0).

Theorem 1:For system (1), the reachable set from state
x0 in [t0, tf ] is given by

R[t0,tf ](x0) = In(x0)+
k−1∑
m=1

(m+1∏
j=k

HjPmQm〈(Am + Em)PmQm|Bm〉
)

+PkQk〈(Ak + Ek)PkQk|Bk〉

(8)

whereIn(x0) =
∏1

j=k Hjx0.

Proof: First, we considerR[t0,tf ](0). By Lemma 1,
let x(t0) = 0, we have

x(tf ) =
k−1∑
m=1

[
m+1∏
j=k

Hj

(
Pm,1

∫ tm

tm−1
eGm(tm−s)Bm,1u(s)ds

−Pm,2

n−nm∑
j=1

(Nm)j−1Bm,2u
(j−1)(tm)

)]
+Pk,1

∫ tf

tk−1
exp[Gk(tf − s)]Bk,1u(s)ds

−Pk,2

n−nk∑
j=1

(Nk)j−1Bk,2u
(j−1)(tf )

(9)



It follows that

R[t0, tf ]

= {x|x =
k−1∑
m=1

[
m+1∏
j=k

Hj

(
Pm,1

∫ tm

tm−1
eGm(tm−s)Bm,1u(s)ds

−Pm,2

n−nm∑
j=1

(Nm)j−1Bm,2u
(j−1)(tm)

)]
+Pk,1

∫ tf

tk−1
exp[Gk(tf − s)]Bk,1u(s)ds

−Pk,2

n−nk∑
j=1

(Nk)j−1Bk,2u
(j−1)(tf ), u ∈ U}

=
k−1∑
m=1

[
m+1∏
j=k

Hj{x|x = Pm,1

∫ tm

tm−1
eGm(tm−s)Bm,1u(s)ds

−Pm,2

n−nm∑
j=1

(Nm)j−1Bm,2u
(j−1)(tm), u ∈ U}

]
+{x|x = Pk,1

∫ tf

tk−1
exp[Gk(tf − s)]Bk,1u(s)ds

−Pk,2

n−nk∑
j=1

(Nk)j−1Bk,2u
(j−1)(tf ), u ∈ U}

By Lemma 2, we get

R[t0, tf ] =
k−1∑
m=1

(
m+1∏
j=k

HjPm〈
[

Gm 0
0 Nm

]
|
[

Bm,1
Bm,2

]
〉

)
+Pk〈

[
Gk 0
0 Nk

]
|
[

Bk,1
Bk,2

]
〉

For m = 1, · · · , k, by Lemma 3,

〈
[

Gm 0
0 Nm

]
|
[

Bm,1
Bm,2

]
〉

= 〈Qm(Am + Em)Pm − In|QmBm〉
= Qm〈(Am + Em)PmQm|Bm〉

It is easy to verify that (8) holds for zero state. For non-zero
statex0, the proof is similar and thus omitted.

Definition 1 (C-controllability): System (1) is said to be
completely controllable (C-controllability) in[t0, tf ] (t0 <
tf ), if for any statex0, xf ∈ Rn, there exists an inputu(t) ∈
U such that the system is driven fromx(t0) = x0 to x(tf ) =
xf .

Corollary 1: System (1) is C-controllable in[t0, tf ] if
and only if

k−1∑
m=1

(m+1∏
j=k

HjPmQm〈(Am + Em)PmQm|Bm〉
)

+PkQk〈(Ak + Ek)PkQk|Bk〉 = Rn

(10)

Proof: System is C-controllable if and only if, for
any x0, xf ∈ Rn, equation (5) has a solutionu(t) ∈ U. By
Theorem 1, this is equivalent to

xf − In(x0)

∈
k−1∑
m=1

(m+1∏
j=k

HjPmQm〈(Am + Em)PmQm|Bm〉
)

+PkQk〈(Ak + Ek)PkQk|Bk〉

for any x0, xf ∈ Rn. Thus, this is equivalent to (10).
Definition 2 (R-controllability): System (1) is said to be

controllable in the set of reachable states (R-controllable)
in [t0, tf ] (t0 < tf ), if for any initial statex0 ∈ Rn and any
terminal statexf ∈ R[t0,tf ], there exists an inputu(t) ∈ U
such that the system is driven fromx(t0) = x0 to x(tf ) =
xf .

Corollary 2: System (1) is R-controllable in[t0, tf ] if
and only if

Im

(
1∏

j=k

Hj

)
⊆

k−1∑
m=1

(m+1∏
j=k

HjPmQm〈(Am+Em)PmQm|Bm〉
)

+PkQk〈(Ak+Ek)PkQk|Bk〉

(11)

Proof: By Theorem 1, it is easy to see that

R[t0,tf ] = Im

(
1∏

j=k

Hj

)
+

k−1∑
m=1

(m+1∏
j=k

HjPmQm〈(Am+Em)PmQm|Bm〉
)

+PkQk〈(Ak + Ek)PkQk|Bk〉

(12)

Then the system is R-controllable if and only if, for any
x0 ∈ Rn and anyxf ∈ R[t0,tf ], equation (5) has a solution
u(t) ∈ U. This is equivalent to

xf − In(x0)

in
k−1∑
m=1

(m+1∏
j=k

HjPmQm〈(Am + Em)PmQm|Bm〉
)

+PkQk〈(Ak + Ek)PkQk|Bk〉
(13)

for any x0 ∈ Rn and anyxf ∈ R[t0,tf ]. This is also
equivalent to

R[t0,tf ]⊆
k−1∑
m=1

(m+1∏
j=k

HjPmQm〈(Am + Em)PmQm|Bm〉
)

+PkQk〈(Ak + Ek)PkQk|Bk〉
(14)

Obviously, this is equivalent to (11).

IV. RELATIONS BETWEEN OUR RESULTS AND THE

EXISTING RESULTS

In Section III, necessary and sufficient conditions for
controllability of piecewise linear descriptor systems are
derived. Since piecewise linear descriptor systems are ex-
tensions of linear time-invariant descriptor systems and
piecewise linear systems, our results generalize the existent
results on controllability of linear time-invariant descriptor
systems and piecewise linear systems.

A. Extension from linear time-invariant descriptor systems

For system (1), if(Ei, Ai, Bi) = (E,A, B), i = 1, · · · , k,
then the system is reduced to a linear time-invariant de-
scriptor system. We’ll show that criteria (10) and (11) are
reduced to the traditional ones. In fact, in this case we
can assume that(Pi, Qi) = (P,Q), (Gi, Ni) = (G, N),
i = 1, · · · , k, whereG ∈ Rn1×n1 , P = [P1, P2], P−1 =[

P
−1
1

P
−1
2

]
and B =

[
B1
B2

]
. We will discuss them respec-

tively:
(a) C-controllability. Criterion (10) is simplified as

k−1∑
m=1

(m+1∏
j=k

HjPQ〈(A + E)PQ|B〉
)

+PQ〈(A + E)PQ|B〉 = Rn

(15)



First, it is easy to see thatPQ〈(A + E)PQ|B〉 =
P1〈G|B1〉+ P2〈N |B2〉. Next, for anyt ∈ R, we have

P1 exp(Gt)P−1
1 (P1〈G|B1〉+ P2〈N |B2〉)

= P1 exp(Gt)P−1
1 P1〈G|B1〉+ P1 exp(Gt)P−1

1 P2〈N |B2〉
= P1 exp(Gt)〈G|B1〉 ⊂ P1〈G|B1〉.

Thus, we know that the left part of the equation (15) is
just P1〈G|B1〉 + P2〈N |B2〉. SinceP is nonsingular, (15)
is equivalent to

〈G|B1〉 ⊕ 〈N |B2〉 = Rn. (16)

It is obvious that (16) is just the traditional criterion for C-
controllability of linear time-invariant descriptor systems.
Thus, the existent result is a special case of our result.
Moreover, we get a new criterion for C-controllability of
linear constant descriptor systems as follows.

Corollary 3: A linear time-invariant descriptor system
(E,A, B) is C-controllable if and only if one of the
following condition holds:

〈(A + E)PQ|B〉 = Rn, (17)

rank([B, (A + E)PQB, · · · , ((A + E)PQ)n−1B]) = n,
(18)

rank([(A + E)PQ− Ins,B]) = n,∀s. (19)
(b) R-controllability.Criterion (11) is simplified as

Im(
1∏

j=k

Hj) ⊆
k−1∑
m=1

(m+1∏
j=k

HjPQ〈(A + E)PQ|B〉
)

+PQ〈(A + E)PQ|B〉
(20)

Then, (20) is equivalent to

P1 exp(G
k∑

j=1

hj)Im(P−1
1 ) ⊆ P1〈G|B1〉+ P2〈N |B2〉

(21)
Moreover, sinceIm(P1)

⋂
Im(P2) = 0, (21) is equivalent

to

P1 exp(G
k∑

j=1

hj)Im(P−1
1 ) ⊆ P1〈G|B1〉 (22)

SinceP1, P
−1
1 and exp(G

∑k
j=1 hj) are all full rank, (22)

is equivalent to Rn1 ⊆ 〈G|B1〉 . Obviously, this is also
equivalent to〈G|B1〉 = Rn1 . This is just the traditional
criterion for R-controllability of linear time-invariant de-
scriptor systems.

B. Extension from piecewise linear systems

For system (1), ifE1, · · · , Ek are nonsingular, then the
system is reduced to a piecewise linear system. We’ll show
that the criteria (10) and (11) are also reduced to the
traditional ones. In fact, in this case we can assume that
(Pi, Qi) = (In, E−1

i ), i = 1, · · · , k, then (10) is rewritten
as

k−1∑
m=1

(m+1∏
j=k

exp(Ajhj)E−1
j 〈AmE−1

m |Bm〉
)

+E−1
m 〈AkE−1

k |Bk〉 = Rn

(23)

In particular, ifEi = In, i = 1, · · · , k, then (23) is just

k−1∑
m=1

(m+1∏
j=k

exp(Ajhj)〈Am|Bm〉
)

+ 〈Ak|Bk〉 = Rn.

(24)
It is easy to see that (24) is just the traditional criterion for
controllability of piecewise linear systems[16].

As to criterion (11), we have

Im(
∏1

j=K exp(Ajhj))

⊆
k−1∑
m=1

(m+1∏
j=k

exp(Ajhj)〈Am|Bm〉
)

+ 〈Ak|Bk〉
(25)

Obviously, (25) is also equivalent to (24). Thus, we show
that C-controllability and R-controllability are both reduced
to the general controllability of piecewise linear systems.

V. I LLUSTRATING EXAMPLES

In this section, we give two numerical examples to
illustrate how to utilize our criteria.

Example 1:Consider a 6-dimensional linear piecewise
constant impulsive system with

E1 =


1 0 0 0 0 0
0 0 1 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0



A1 =


0 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

 , B1 =


-1
0
1
0
0
0



E2 =


1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 0 0
0 0 0 0 1 0



A2 =


2 0 0 0 0 0
1 1 0 0 0 0
0 0 1 0 0 0
0 0 1 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

 , B2 =


0
0
1
0
1
0


wheret0 = 0, t1 = 1 and t2 = tf = 2.

Now, we try to use our criteria to study the controllability
of the system in Example 1. By simple calculation, we get
P1 = P2 = Q1 = Q2 = I6, n1 = 1 andn2 = 4. Moreover,
it is easy to verify thatH2〈A1 +E1|B1〉+ 〈A2 +E2|B2〉 =
R6. By Corollary 1, the system is C-controllable. In fact,
we take the control input as

u(t) =


c1, t ∈ (0, 1);
c2(t − 1) + c3, t = 1;
c4, t ∈ (1, 2)
c5(t − 2) + c6, t = 2.

(26)



Then we havex(2) = H2H1x(0) + Φ


c1

c2

c3

c4

c5

c6

, whereΦ =


−e2 0 0 0 0 0

e − e2 −e 0 0 0 0
0 0 −e e − 1 0 0
0 0 −e 1 0 0
0 0 0 0 0 −1
0 0 0 0 −1 0

. It is easy to verify

that the matrixΦ is nonsingular. This shows that the system
is C-controllable indeed.

Example 2:Consider a 6-dimensional linear piecewise
constant impulsive system with

E1 =


1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 0 1
0 0 0 0 0 0



A1 =


0 1 1 1 0 0
1 0 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

 , B1 =


1
0
0
0
1
0



E2 =


1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 0 0 1
0 0 0 0 0 0
0 0 0 0 0 0



A2 =


0 1 0 0 0 0
1 1 0 0 0 0
1 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

 , B2 =


0
0
1
0
1
0


wheret0 = 0, t1 = 1 and t2 = tf = 2.

By simple calculation, we getP1 = P2 = Q1 = Q2 =
I6, n1 = 1 andn2 = 2. Moreover, it is easy to verify that
H2〈A1 +E1|B1〉+ 〈A2 +E2|B2〉 ( R6, butIm(H2H1) ⊆
H2〈A1 + E1|B1〉+ 〈A2 + E2|B2〉. By Corollaries 1 and 3,
the system is R-controllable, but not C-controllable. In fact,
we take the control input as

u(t) =


c1, t ∈ (0, 0.5];
c2, t ∈ (0.5, 1];
c3, t ∈ (1, 2);
c4, t = 2.

(27)

Then we havex(2) = H2H1x(0) + Φ[c1, c2, c3, c4]T ,

where Φ =


2.0037 1.1867 0 0
2.8956 1.5344 0 0
1.7663 1.1875 1.7183 0

0 0 0 0
0 0 0 −1
0 0 0 0

.

Meanwhile, by simple calculation, we getR[0,2] =

Im(


1.7839 3.7982 0 0
2.0143 5.8126 0 0
2.0143 3.0943 1 2

0 0 0 0
0 0 1 1
0 0 0 0

). It is easy to verify

that Im(Φ) = R[0,2]. This shows that the system is
R-controllable indeed. As to C-controllability, it is obvious
to see that the6th variable of the state remains zero all the
time. It can not be affected by any input. It is easy to see
that the system is not C-controllable.

VI. CONCLUSION

This paper has dealt with the controllability of piece-
wise linear descriptor systems. Necessary and sufficient
geometric criteria for C-controllability and R-controllability
have been established, respectively. These criteria are easily
transformed into the algebraic forms. Furthermore, the
relationship between our results and the existing results in
the literature have also been discussed. A novel necessary
and sufficient criterion for C-controllability of linear time-
invariant descriptor systems has been derived as a byprod-
uct.

APPENDIX A

Proof: [Proof of Lemma 1] Fori = 1, 2, · · · , k, let
zi(t) = P−1

i x(t), t ∈ [ti−1, ti), we decomposezi(t) as

zi(t) =
[

zi,1(t)
zi,2(t)

]
, where zi,1(t) ∈ Rni and zi,2(t) ∈

Rn−ni , then we get żi,1(t) = Gizi,1(t) + Bi,1u(t),
Niżi,2(t) = zi,2(t) + Bi,2u(t),
zi(ti−1) = Pix(ti−1), t ∈ [ti−1, ti).

(28)

The solution of (28) is, fort ∈ (ti−1, ti)

zi(t) =

[
zi,1(t)

zi,2(t)

]

=

 eGi(t−ti−1)zi,1(ti−1) +
∫ t

ti−1
eGi(t−s)Bi,1u(s)ds,

−
n−ni∑
j=1

(Ni)j−1Bi,2u
(j−1)(t),


(29)

Then, fort ∈ (ti−1, ti), we get

x(t) = Pizi(t) = Pi,1zi,1(t) + Pi,2zi,2(t)
= Pi,1e

Gi(t−ti−1)zi,1(ti−1) + Pi,1

∫ t

ti−1
eGi(t−s)Bi,1uds

−Pi,2

n−ni∑
j=1

(Ni)j−1Bi,2u
(j−1)(t)

= Pi,1e
Gi(t−ti−1)P−1

i,1 x(ti−1) + Pi,1

∫ t

ti−1
eGi(t−s)Bi,1uds

−Pi,2

n−ni∑
j=1

(Ni)j−1Bi,2u
(j−1)(t)

Sincez1,1(t0) = P−1
1,1 x(t0), for t ∈ (t0, t1), we have

x(t) = P1,1e
G1(t−t0)P−1

1,1 x(t0) + P1,1

∫ t

t0
eG1(t−s)B1,1uds

−P1,2

n−n1∑
j=1

(N1)j−1B1,2u
(j−1)(t).



Since x(t1) = x(t−1 ), the above equation also holds for
t = t1. Thus, we know that (a) holds.

For k = 2, 3, · · ·, we use mathematical induction.
(i) For k = 2, t ∈ (t1, t2),

x(t) = P2,1e
G2(t−t1)P−1

2,1 x(t1)
+P2,1

∫ t

t1
eG2(t−s)B2,1u(s)ds

−P2,2

n−n2∑
j=1

(N2)j−1B2,2u
(j−1)(t)

= P2,1 exp[G2(t− t1)]P−1
2,1

(
P1,1 exp(G1h1)P−1

2−1,1x(t0)

+P1,1

∫ t2−1

t0
exp[G1(t1 − s)]B1,1u(s)ds

−P1,2

n−n1∑
j=1

(N1)j−1B1,2u
(j−1)(t1)

)
+P2,1

∫ t

t1
exp[G2(t− s)]B2,1u(s)ds

−P2,2

n−n2∑
j=1

(N2)j−1B2,2u
(j−1)(t)

Since x(t2) = x(t−2 ), the above equation also holds for
t = t2. Then we know that (5) holds fork = 2.

(ii) Suppose that (5) holds for2, 3, · · · , k−1, we’ll prove
that (5) holds fork. For t ∈ (tk−1, tk),

x(t) = Pk,1e
Gk(t−tk−1)P−1

k,1x(tk−1)

+Pk,1

t∫
tk−1

eGk(t−s)Bk,1uds

−Pk,2

∑n−nk
j=1 (Nk)j−1Bk,2u

(j−1)(t)

= Pk,1e
Gk(t−tk−1)P−1

k,1

(
Pk−1,1e

Gk−1hk−1P−1
k−1,1x(tk−2)

+Pk−1,1

∫ tk−1
tk−2

exp[Gk−1(tk−1 − s)]Bk−1,1uds

−Pk−1,2

nk−1∑
j=1

(Nk−1)
jBk−1,2u

(j−1)(tk−1)

)
+Pk,1

∫ t

tk−1
eGk(t−s)Bk,1uds

−Pk,2

n−nk∑
j=1

(Nk)j−1Bk,2u
(j−1)(t)

= · · ·
= Pk,1 exp[Gk(t − tk−1)]P

−1
k,1 ∏1

j=k−1 Pj,1 exp(Gjhj)P
−1
j,1 x(t0)

+
k−2∑
m=1

[
m+1∏

j=k−1

Pj,1e
Gjhj P−1

j,1(
Pm,1

tm∫
tm−1

eGm(tm−s)Bm,1u(s)ds

−Pm,2

n−nm∑
j=1

(Nm)j−1Bm,2u
(j−1)(tm)

)
+Pk−1,1

∫ tk−1
tk−2

exp[Gk−1(tk−1 − s)]Bk−1,1u(s)ds

−Pk−1,2

n−nk−1∑
j=1

(Nk−1)
j−1Bk−1,2u

(j−1)(tk−1)

]
+Pk,1

∫ t

tk−1
exp[Gk(t − s)]Bk,1u(s)ds

−Pk,2

n−nk∑
j=1

(Nk)j−1Bk,2u
(j−1)(t)

Since x(tk) = x(t−k ), the above equation also holds for
t = tk. Thus, we know that (5) holds fork.
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