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Abstract—This paper deals with the congestion control prob- availability, to distribute the available resources in a fair way
lem in computer networks which is viewed as a resource among the users while at the same time achieve high network
allocation problem constrained by the additional requirement \siji7a1i0n. Here, we consider store and forward networks such

that the queue sizes need to be bounded. We propose a distributed . . I S
algorithm which converges to the max-min fair allocation of &S the Internet, which offer buffering capability at each link in

resources among the users of the network and at the same time order to absorb statistical fluctuations of the Sending rates. In
ensures that the buffers are either empty or track a reference order to avoid excessive delays and losses it is also necessary
queue size. The problem is formulated mathematically and the for the congestion control algorithm to guarantee that the
proposed algorithm is shown analytically to fulfil the design queue size at each buffer is bounded. So, the congestion

objectives. The local asymptotic stability of the equilibrium point . ]
is established. The problem can be viewed as a hybrid system with control problem can be decoupled in two subproblems: a queue

changing affine dynamics in different regions of the state space. Size control problem and a resource allocation problem where
The transient performance of the proposed algorithm is evaluated the resources under consideration are the link bandwidths. In
through simulations using Matlab. The algorithm can form  this paper, we assume deterministic models for the queue-
the basis for the development of an end-to-end communication ing dynamics and demonstrate how both objectives can be

rotocol since it requires no maintenance of per flow states within . . .
Itohe network. * q P achieved by attempting to track a reference queue size at each

link.
The paper is organized as follows. In section Il we give an
I. INTRODUCTION overview of what has been done so far from an optimization

perspective, in section 11l we describe our model and formulate

The last few years, the problem of congestion control _ - ) !
computer networks offering a single class of best effort servid@® Problem mathematically, in section IV we describe the

has attracted a lot of attention within the research communig/9°rithm and prove all its properties, in section V we give an
The Internet is the main application which has stimulateéek@mPle and demonstrate the functionality of the algorithm
this interest. Congestion control mechanisms currently serviffjough simulations and finally in section VI we offer our
the Internet are expected to lead to underutilization of tfgonclusions and future directions.

network and degradation of the quality of service provided Il. FAIRNESS

to the users due to the increasing complexity of the system . ) ) . , ,
and due to increasing bandwidth-delay products. In order toS discussed in the previous section, the optimal allocation
resolve these problems, the research community has exploP&dne available resources should be characterized by high
new design procedures utilizing analytical tools from the fiel@Work: utilization, fairess and bounded queue sizes. The
of control theory. This design approach leads to solutions wiiioblem of allocating finite resources to competitive users has
analytically provable performance characteristics as oppoS&f" studied ex'genswely in 'the fields of p'olltlcal science and
to the intuitive ad-hoc design methods where performan@@"t'cal economics and a rich mathematical framework has
could only be evaluated through excessive simulations afB€n developed in order to formulate and solve the problem.
actual implementation. Although there is still a big gap pelools from this framewor_k can be utll!zgd to solve network
tween solutions emanating from theoretical considerations af@P/ems. So, concepts like pareto-efficiency and welfare are
practical implementation, this gap is expected to shrink as n&ifectly related to the concepts of high network utilization
protocols (e.g. ECN) and emerging network technologies (e_qu_d fairness respgctlvely. In order 'Fq develop these |d§as it is
UMTS Radio Access Network ,wireless and ad-hoc networkd€cessary to assign to each useutidity function u;, which
sensor networks) offer new implementation capabilities. basically shows the preference of that user to a particular

The principal aim of any best-effort congestion contrdigsource allocation. These individual utility functions are

algorithm is to provide low-delay, low-loss services to eacij€n adgregated in some sense throughvedfare function
user and in the case where the demand for resources excdsd¥1: U2, - un) Which is required to be strictly increasing
in all of its arguments. An allocation of the resources is then

1This work was partly funded by IST-2001-34900 SEACORN project. Said to be fair in the sense of the welfare function chosen,
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if it solves the problem of maximizing the function over théviotivated by the ’absolute fairness’ provided by the max-
set of all feasible allocations. The optimal solution is paretoain fair allocation, we have explored ways with which the
efficient. This immediately demonstrates how the congestionongestion control algorithms developed using the utilitarian
control problem can be formulated as a convex optimizatidanction can be modified to produce max-min fair solutions
problem. The bounded queue size requirement does not altéth bounded queue sizes. It was found in [10] that if
the nature of the problem. It simply adds further constraintse communication among the links is changed so that the
on the formulated optimization problem. A nice discussion gummation of prices is replaced by the maximum, max-min
fairness issues is presented in [1]. In the rest of this sectifair resource allocation is achieved. The problem considered
we analyze two fairness criteria which have dominated thr [10] can actually be viewed as a tracking problem where
literature and discuss proposed congestion control algorithatseach link we aim at tracking the available capacity. In this
which achieve the desired fairness and at the same time aiaper, we demonstrate that if instead of tracking the available
at bounding the queue sizes. capacity we attempt to track a reference queue size at each
The sum of utilities criterion corresponds to the classicihk not only do we achieve max-min allocation of resources
utilitarian welfare functionW (uy,us,...u,) = >, u;. The but we also bound the queue sizes by ensuring that at each
consideration of this function in the analysis of rate contrdihk the buffer is either empty or tracks a reference queue
algorithms in computer networks was triggered by [2] where $ize. The algorithm proposed is shown analytically to have
was pointed out that elastic applications can be characterizbd desired characteristics and local asymptotic stability is also
by strictly increasing and concave utility functions and thastablished.
the peFV\(ork objective is_ to satisfy the needs of all users by . PROBLEM FORMULATION
maximizing the total efficacy. It should be noted that there . .
had been similar problem formulations long before that in VW& consider a packet switched, store and forward network
[3]. Motivated by the work of Shenker the congestion contrd¥hich accommodates elastic appllcatmn_s. The applications are
problem was then formulated as a concave maximizatiggsumed to be saturated (persistent) in the sense that they
problem over linear constraints in [4]. The problem was theéd{ways have data to send. We develop a math model for an
decomposed into Network and User subproblems. Primal afgpitrary network in the fashion of [S]. The network consists
dual distributed algorithms were then proposed in [5] to soh@ @ finite set of sources or usefs = {s1,s5,...,sn} and a
relaxations of the original optimization problem which werdnite set of links R :,{llvl% -1}, wheres; denotes user
formulated by introducing appropriate penalty functions tband(; denotes linkj. Each user injects data packets into
the original primal and dual costs. A similar approach we{Qe netwqu. The.trafflc is wgwed as a dgtermlmstlc f|L_JId. flow
adopted in [6] where the original dual problem was solvedith continuous time dynamlcs_and the_ time delays v_wthln the
using a gradient projection algorithm. The distributed natuftwork are neglected. Associated with each useris its
of the solution is indeed striking. The fact that the proposéfnding rater; = h(g;) which is chosen based on a function
algorithm, can lead to large queue sizes and thus to excesétied Of @ feedback signay; that denotes the presence of

feedback delays led to a modification in [7] which guarante€§ngestion in the route used by user The functionh(.) is
that at equilibrium all buffers are empty. The stability of th&® P& generated by the congestion control strategy. We use
latter was investigated in [8]. the vectorz = [z1,72,...,zy]7 to denote all the sending

The second faimess criterion considered is thax-min rates of the sources;, s, ..., siv. Similarly we use the vector

criterion which corresponds to the Rawlsian welfare fund = (91542, -.qn|" to denote all the feedback signals of the
tion W (ur, us, ...utp) = min(us, us, ...u,). Algorithms which sources. We_ also lump the functioh$.) to form the vector
achieve max-min fair allocation of sending rates among corf¢/uéd function

petitive users have been proposed by a number of researchers .

in different contexts ([3], [9], [10], [11], [12]). A very popular H(q) = [Mq1), h(gz), ..., h(an)] (N
design procedure is to develop congestion update algorithmsye can then write:

at each link and sending rate update algorithms at each source

using the single bottleneck link case and then extend these to = H(q) )
the multiple link case by considering at each source a feedback L . .
signal which is equal to the minimum of the congestion To gach linkj we associate a buffer'the queue size of
signals found, as a packet traverses from source to destinati H!Ch is denoted by;. The output capacity O.f the buffer is
Approaches which aim at bounding the queue sizes and ad oted_ byC;. Let y; be the flow rate of data into the buf_fer
the design procedure described above, formulate the problg lety,j be the ﬂ.OW rate of data ouF of.the bufr-er at link
as a queue tracking problem for the single bottleneck link ca%‘e-l._he tlm_e evolgtlon of Fhe queue size is described by an
(I13], [14], [15], [16]). In this paper we follow a different O'dinary differential equation of the fory = ¢(b;,y;, C;),
approach. It was observed in [10] that the utilitarian welfarlz-:"(o) = bjo. In this work we are assuming the foliowing
function does not result in the same resource allocation as ﬁ@ple integrator model for the queueing dynamics:
Rawlsian function. In fact the difference arises when there db (t)

are more than 1 bottleneck links along a particular path. 7 = Prly;(t) = C;],  b;(0) = bjo 3)
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b=d(by,C)

where the projection operator is defined as follows:

x A Y T by
7 y] - CJ If b] > 0 Routing Matrix Qumel;;;;iu
bj =3Yi — Cj if b]’ :.07yj — Cj >0 (4)
0 otherwise T HO T | p=G(by.0)
We use the vectoy = [y1,¥2,...,yz]T to denote all the SMEB;;; oo S e
input flow rates at linksl; to /. Similarly we define the
vectorsy = (41,92, ...,yr]*, b = [b1,bo,...,br]7 and C = a FO) p
[C1,Cy,...CL]T. In addition, we lump the functions(.) to
form the vector valued function Feebeic Commumieaion
Fig. 1. Feedback System
®(b,y,C) = [¢(b1,y1,Ch), ... (br,yr, C)]"  (5)
The queueing dynamics can then be described by the _ _
following differential equation: Fi(.) = fpjljeM;) ,M; ={j:a;; =1} (11)
. The equations indicating how the variables defined above
b= ®(b,y,C),b(0) = by ©®) are coupled together are summarized below:
Let A € RLXN denote the matrix that represents the route
of each user. The entry in thi¢gh row andjth column of A is Plant .y = Az (12)

denoted bez;;. In this representationd consists of elements

equal to 0 or 1. If uset utilizes link j thena;; is equal to 1. b=®(b,y,C),b(0) = bo (13)

Otherwise it is equal to 0. If we now assume thjat y we Controller  :p=G(b,y,C), (14)
can write the following algebraic relationship: q=F(p) (15)
r=H 16

J— A @ (@) (16)

o ) ] _ whereb € R, is a state vector of the systeme RV, y, p
At each link j we associate a signal processor whichgr q e RV are system signal vector®,: R x RL x RL

generates a signal; which denotes the congestion statugr is 4 vector fieldH : Y — /N F : RL — RN are static

at the link. The cpngestion signa}» is generated according possibly nonlinear mappings anttRE*Y is a matrix. Fig. 1

to a control algorithm whose inputs abg,y; and C;. ThiS  yemonstrates how equations (12)-(16) are interconnected in a
control law is represented by the operatgf) such that toaqpack system.

pj = g(bj,y;,C;). The operatorg(.) is to be determined — pg gpiective is then to design the operathig), F(.) and

by the congestion control scheme and it might incorporafa ontrol lawG(.) such that:

dynamic states. We use the vector= [p1,pa,...pr]7 to

denote all the congestion signals at lirlkgo [, and we lump

the operatorg(.) to form the vector valued operator: tlim z(t) = a* ,xt = max min(zy, T2, ...,xn) (17)
Jim b(t) = b* 05 <breg,j=1{1,2,...,L}  (18)

T
Cb9.0) = lo(bro91, €1, - 9P, i, O] ©) Equation (17) indicates that at steady state the resource al-
We can then write: location satisfies the max-min fairness criterion. The operators
H(.) and G(.) are block diagonal in the sense of equations
p=G(by,C), (9) (1) and (8) and so the the desired congestion controller is said

The congestion signals generated at the links are coFﬁ—be decentralized.

municated back to the sources resulting in the generation IV. CONTROLALGORITHM
of a feedback signa; at each source;. The relationship
between the feedback signajs received at the sources and
the congestion signals, generated at the links is represente8
by a vector valued functio#’(.) such that:

We propose the following algorithm to fulfill the design
bjectives:

q=F(p) (10) p = [kp(b—bres) + w]™, 6571: = ki Pr[b— byes] (19)

The operatorF'(.) is to be determined by the congestion —qT 20

. , q= (p) (20)

control strategy. Control information can only be passed along
the same routes as the data and this imposes the following
mathematical constraint on the operafof.): r=[K—q|" (21)
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where b,.¢, k, and k; are design parametersyeR” is  neglect all projection operators at first and examine their effect

a state vector,KeRY is a constant vector and:]* = later. So at linkl the following equations hold:

max{z,0}. If z is a vector, the latter relationship applies for

each element of the vector. The projection operator is defined y1 =n1(k—p1) (27)

in (4). If the input of_ the operator is a vector, (4_) app_lles for - ni(k —p1) —Ch (28)

each element of the input vector. The operatdy, , is defined dtd

. w

as follows: dTl = kr(by — bres) (29)

b1 = kp(bl - bref) +wy (30)

q=AL (p):q = maxa;;p; ¢+ ={1,2,..,N} (22)

J After some algebraic manipulations the above equations can
All the elements of the vecto are equal tok which be expressed in the following matrix form.

is a design parametek. must be greater than the maximum

capacity in the network. At each link we are basically applying a { b1 } - { —nukp  —nn ] [ b1 }

a simple PI controller to track the reference queue 8jzg w1 kr 0 w1

and through the projection operator we make sure that all " { nik +nikpbrey — C1 } (31)

congestion signals are non-negative. The projection operator

applied at the integrator within the controller ensures that the R R .

integrator state is bounded from below. This ensures that atNOW’ all sources utilizing I|nk2+but not ut|I_|zmg link 1 will

steady state, the congestion signals at the links which do ,§8{1_d d_ata with a rate gk 7_p2] - SO, again neglecting t.h €

control the sending rates are bounded. This will become appgl;,gjectlon operators we derive the following set of equations:

ent in the analysis. At each source we apply negative feedback

and through the positive projection operator we ensure that

_klbref

y2 = no1(k — p1) + noa(k —p2) =

the sending rates are non-negative. The main properties of the = nak _;b?lpl — M22p2 (32)
algorithm are outlined in the following lemmas. 2 =y — s (33)
Lemma 4.1:At steady state the algorithm proposed con- J dt
verges to a vector* which satisfies (17), i.e. it satisfies the Wz _ kr(ba — brey) (34)
max-min criterion, and to a vectét whose elements are equal dt
to bycs or 0. p2 = kp(bZ - br@f) + wa (35)
Proof:

. . . The above, together with the set of equations for lintan
We are assuming that" is unique. It follows from (3) and |, put in the following matrix form:

(19) that at equilibrium the following are true:

b; =bref, pj >0 when y;=Cj (23) by nik + nikpbres — C1
d wq _klbref
- - |=| ————— +
b;k- =0, p; =0 when y; < Cj (24) dt by Nk + ngkpbres — Co
The above can be summarized in the following equations W2 —krbrey
which describe pareto optimality: —ni1k, —nip | 0 0 b1
Py = C1=0 (25) e 0 b0 Jl IS
vy —C)=0 (26) —no1ky —na1 | —nogky, —noo by
The proof for the max-min fairness of the solution is omitted 0 0 | ki 0 w2
due to lack of space. u The block lower triangular structure of the state transition
Lemma 4.2:The equilibrium point is locally asymptotically matrix is evident. The procedure that we have described for
stable. the first two links, is applied up to a link» whereny; +
Proof: 92 + ... + Ny = N. Now for links » such thatr > m, the
Let n,,,,, m # n, denote the number of users utilizing botho|lowing equations are true.
links m andn. Let n,,,, denote the number of users utilizing
link m but are not utilizing linkn for n < m. Letn; be the
total number of users utilizing link. Yr =np1 (B —=p1) + oo + e (B — pim) (37)
At each timet, without loss of generality, change the db,
indexing of the links so that the vector is rearranged in ar I Cr (38)
descending order of its elements; > p, > ps.... > pr. dw, k(b — b 39
Sincep; is the maximum value it means that all sources which dt 1(br = brey) (39)
utilize that link will send data with a rate dk — p;]™. We Pr = kp(by — bres) + wy (40)
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The above together with the set of equations derived for the
links 1,2,...,m can be summarized in the following matrix
equation:

21 1 Kl C7= 60Mb/s
22 22 Ko
d dZ
dt Zmi1 | M Zmal + Ko (41) Fig. 2. Network Topology
L 2L | L 2L | L Ko | can be achieved by appropriate choice of the proportional and
where M has the form shown below: integral gains.
The fact thatz* is max-min fair establishes that < C;
T4 0 0 0 0 A for j ={m+1,m+2,...,L}. From equations (3) and (19) it
11
Ay, Ayy 0 0 0 can be deduced that:
: Fpz;+ Gz + K, <0,p;, =0 (44)
Fm+1,1 et Fm-‘rl}m Gm+1,m 0
: So, for any small perturbations of the inequality is
FL1 Fr . 0 e Gy pres_grv_ed. Th_e Iatt_er together with (43) establish that the
- ’ ’ s equilibrium pointz* is locally asymptotically stable. |
and Remarks: The vectorz. contains the system stategcR?
for je{1,2,..,m} whereas the vectot, contains the states
L [ bj } - [ njk 4+ njkpbres — Cj ] z; for je{m + 1,..L}. Similarly we define vectop,. and
J w; |’ J —krbrey ’ p.. We state without proof that at equilibrium there exists
a matrix R*eR™V*™ such thatz* = R*p’. This means that
[ —nyiky -y |, at equilibrium, the vector of sending rates is fully determined
Aji = [ 0 0 } J# i, by p:. So, the linksje{1,2,...,m} are the ones controlling
By ‘ the sending rates at steady state. For these }ikendb; are
_ njikyp Nji _
Aj = [ . 0 } =1, stnctly positive. In facib* = b,cy. For the rest of the Imké*,
wj andp; are equal to 0 due to the effect of the projection
operators. Another important result that follows from the local
Fy = [ —’n,(])'ilfp —gji } . Gji= { k(:) 8 } stability proof is that as long as the ordering of the vegtor
I stays the same the matrix/ is constant. This means that
or in more compact form: we can generate a state space partiiéh},.; and a set of
constant matrice$D, };.; such that:
d | z Ac |0 z K :
[ c]: o [ c}+{ c} (42) 2(t) = Diz(t) + K for z(t)eP; (45)
dt F, | G Zu K,

This indicates that the system can be viewed as an au-
The fact that at equilibrium0 < p; < k for j = tonomous switching system. Global asymptotic stability of

{1,2,...,m} can be established by contradiction.ptf < 0, such a system is currently under investigation.

then z; for some: would be greater than the maximum

capacity in the network which would contradict queue stability V. SIMULATIONS

for some link j. If p; > k thenzy = 0 for somei In this section we evaluate the performance of the proposed

which contradicts the max-min fair property of the solutiomlgorithm through simulations carried out on Matlab. The

at equilibrium. The inequality0 < p; < k establishes simulation scenario considers the network topology shown in

that for small perturbations of the state vectgrabout the Fig. 2. This topology can be represented using thenatrix

equilibrium point, the projection operators can be neglecteshd theC vector shown below. The entries in tli& matrix

So, the following is true: are measured in packets/s.:
ddz.
Ze _ A5z, (43) 11100 00
dt r_ |1 00 1 00O
It was established above thdf; is block lower triangular {0 0O0O0O0T11]"
and so uniform asymptotic stability is guaranteed if the eigen- 01 00 101

=}

values of the diagonal matrices have negative real parts. This>” = [ 6400 6400 6400 12800 12800 9000 7700 ]
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Fig. 3. Time Evolution of Sending Rates
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VI. CONCLUSIONS ANDFUTURE WORK

In this paper we propose a distributed congestion control
algorithm which converges to the max-min fair allocation
of the available resources between competitive users in a
computer network. The algorithm also guarantees that at each
link the buffer is either empty or tracks a reference queue
size chosen by the designer. This work was motivated by the
need to find ways with which to extend the IDCC scheme
which is presented in [17] to a general network topology
for application in the core network of UMTS systems. The
IDCC scheme considers non-linear models for the queueing
dynamics at each link. So our objective is to investigate how
these models and the proposed controllers can be integrated in
a general network model which will lead to analytical proofs
of the desired system characteristics. The no delay assumption
will also be relaxed. The performance of the resulting schemes
will be evaluated on the Ns simulator.
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