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Abstract— Repetitive processes are a distinct class of two-
dimensional systems (i.e. information propagation in two inde-
pendent directions) of both systems theoretic and applications
interest. They cannot be controlled by direct extension of
existing techniques from either standard (termed 1D here) or
two-dimensional (2D) systems theory. Here we give new results
on the relatively open problem of the design of physically based
control laws using an H∞ setting. These results are for the
sub-class of so-called differential linear repetitive processes
which arise in applications areas such as iterative learning
control.

I. I NTRODUCTION

Linear repetitive processes are a distinct class of 2D
systems of both system theoretic and applications interest.
The essential unique characteristic of such a process is a
series of sweeps, termed passes, through a set of dynamics
defined over a fixed finite duration known as the pass length.
On each pass an output, termed the pass profile, is produced
which acts as a forcing function on, and hence contributes
to, the dynamics of the next pass profile. This, in turn, leads
to the unique control problem for these processes in that
the output sequence of pass profiles generated can contain
oscillations that increase in amplitude in the pass-to-pass
direction.

To introduce a formal definition, letα < +∞ denote the
pass length (assumed constant). Then in a repetitive process
the pass profileyk(t), 0 ≤ t ≤ α, generated on passk
acts as a forcing function on, and hence contributes to, the
dynamics of the next pass profileyk+1(t), 0 ≤ t ≤ α, k ≥ 0.

Physical examples of repetitive processes include long-
wall coal cutting and metal rolling operations (see, for
example, [8]). Also in recent years applications have arisen
where adopting a repetitive process setting for analysis has
distinct advantages over alternatives. Examples of these so-
called algorithmic applications include classes of iterative
learning control (ILC) schemes [1] and iterative algorithms
for solving nonlinear dynamic optimal control problems
based on the maximum principle [7]. In the case of ILC for
the linear dynamics case, the stability theory for so-called
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differential and discrete linear repetitive processes is the
essential basis for a rigorous stability/convergence theory
for a powerful class of such algorithms.

Attempts to control these processes using standard (or
1D) systems theory/algorithms fail (except in a few very
restrictive special cases) precisely because such an approach
ignores their inherent 2D systems structure, i.e. information
propagation occurs from pass-to-pass and along a given
pass. In seeking a rigorous foundation on which to develop a
control theory for these processes, it is natural to attempt to
exploit structural links which exist between these processes
and other classes of 2D linear systems.

The fact that the pass length is finite (and hence informa-
tion in this direction only occurs over a finite duration) is
the key difference with other classes of 2D linear systems.
Hence there is a need to develop a systems theory for these
processes for onward translation (where appropriate) into
numerically reliable design algorithms.

A rigorous stability theory for linear repetitive processes
has been developed. This theory [8] is based on an abstract
model in a Banach space setting which includes all such
processes as special cases. Also the results of applying this
theory to a wide range of cases have been reported, inc-
luding the so-called differential linear repetitive processes
considered here. This has resulted in stability tests that can,
if desired, be implemented by direct application of well
known 1D linear systems tests.

One unique feature of repetitive processes is that it is po-
ssible to define physically meaningful control laws for them.
For example, in the ILC application, one such family of
control laws is composed of state feedback control action on
the current pass combined with information ‘feedforward’
from the previous pass (or trial in the ILC context) which,
of course, has already been generated and is therefore
available for use. In the general case of repetitive processes
it is clearly highly desirable to have an analysis setting
where such control laws can be designed for stability and/or
guaranteed performance. Also previous work has shown
that an LMI re-formulation of the stability conditions for
discrete linear repetitive processes leads naturally to design
algorithms for control laws of this form — see, for example,
[6].

The H∞ setting for the control related analysis of 1D
linear systems is now a very mature area and it is natural
question to ask if such an approach can be extended to 2D
linear systems/linear repetitive processes. In the case of 2D
discrete linear systems, some work on anH∞ approach to



analysis has been reported — see, for example, [3]. In the
case of differential linear repetitive processes, little or no
work has yet been reported. The fact that it is possible
to define physically meaningful control laws for these
processes strongly suggests that anH∞ based methodology
should be very profitable with onward translation to, for
example, the ILC area where the problem of what is meant
by robustness of such schemes is still a largely open general
question. Note also that since the dynamics along the pass
is governed by a linear matrix differential equation, none of
the results developed for the control of 2D discrete linear
systems are applicable to the repetitive processes considered
in this work.

In this paper, we first give new results on the control
of differential linear repetitive processes which formulate
and solve the fundamental problem of finding an admissible
controller such that a transfer function (matrix) which
defines closed-loop performance satisfies a scalar magnitude
constraint. By optimizing the controller over the scalar
magnitude constraintγ, we get as close as required to the
minimal H∞ norm. Also it is shown that theH∞ control
problem here can, in computational terms, be solved using
linear matrix inequalities (LMIs) [2]. Finally, significant
new results on the robust control of these processes are
developed from this standpoint.

Throughout this paper, the null matrix and the identity
matrix with the required dimensions are denoted by0 and
I, respectively. Moreover,M > 0 (< 0) denotes a real
symmetric positive (negative) definite matrix. TheL2 norm
of theq×1 vectorwl(t) defined over[0,∞], [0,∞] is given
by

‖w‖2 =

√√√√ ∞∑
l=0

∫ ∞

0

wl(t)T wl(t) dt (1)

andwl is said to be a member ofLq
2{[0,∞], [0,∞]}, or Lq

2

for short, if ||wl||2 < ∞. We use(∗) to denote the transpose
of matrix blocks in some of the LMIs employed (which are
required to be symmetric).

II. BACKGROUND

The differential linear repetitive processes considered
here are described by a state space model of the following
form over0 ≤ t ≤ α, k ≥ 0
ẋk+1(t)=Axk+1(t)+Buk+1(t)+B0yk(t)+B1wk+1(t)
yk+1(t)=Cxk+1(t)+Duk+1(t)+D0yk(t)+D1wk+1(t)

(2)

Here on passk, xk(t) is then× 1 state vector,yk(t) is the
m×1 pass profile vector,uk(t) is thel×1 vector of control
inputs andwk(t) is anr×1 disturbance input vector which
belongs toLr

2.
To complete the process description, it is necessary to

specify the boundary conditions i.e. the state initial vector
on each pass and the initial pass profile (i.e. on pass0). The
simplest possible choice for these is

xk+1(0) = dk+1, k ≥ 0
y0(t) = f(t)

(3)

where then×1 vectordk+1 has known constant entries and
f(t) is anm× 1 vector whose entries are known functions
of t over [0, α]. (For ease of presentation, we will make no
further explicit reference to the boundary conditions in this
paper.)

The stability theory [8] for linear repetitive processes
consists of two distinct concepts but here it is the stronger
of these which is required. This is termed stability along the
pass and several equivalent sets of necessary and sufficient
conditions for processes described by (2) to have this
property are known but here it is following which will be
used.

Theorem 1:[8] A differential linear repetitive process
described by (2) is stable along the pass if, and only if,

ρ(s, z) 6= 0, ∀ (s, z) : Re(s) ≥ 0, |z| ≤ 1

where

ρ(s, z) := det

[
sIn −A −B0

−zC Im − zD0

]
Now, define the following matrices from the state space
model (2)

Â1 =
[

A B0

0 0

]
, Â2 =

[
0 0
C D0

]
Then we have the following sufficient condition for stability
along the pass in terms of an LMI [6].

Theorem 2:A differential repetitive process described by
(2) is stable along the pass if there exist matricesP1 > 0,
P2 > 0, andP3 > 0 such that the following LMI is feasible[

−S SÂ2

ÂT
2 S ÂT

1 P + PÂ1 −R

]
< 0 (4)

where P = diag{P1, 0}, R = diag{0, P2}, S =
diag{P3, P2}.

Proof: Consider the state space model (2) with no control
and disturbance inputs, then by introducing the change of
variables

l =k + 1
vl(t) =yk+1(t)

(5)

it can be rewritten in the form[
ẋl(t)

vl+1(t)

]
= Â1ξl(t) + Â2ξl(t) (6)

where

ξl(t) =
[

xl(t)
vl(t)

]
(7)

Now define the candidate Lyapunov function for this pro-
cess as

V (l, t) = V1(l, t) + V2(l, t)

= xT
l (t)P1xl(t) + vT

l (t)P2vl(t)
(8)

whereP1 > 0 and P2 > 0. (This function is combination
of two independent indeterminates due to the 2D nature of
the repetitive processes considered here.) Since

V̇1(l, t) = ẋT
l (t)P1xl(t) + xT

l P1ẋl(t)



and

∆V2(l, t) = vT
l+1(t)P2vl+1(t)− vT

l (t)P2vl(t)

the associated increment for (8) is

∆V (l, t) =V̇1(l, t) + V2(l + 1, t)− V2(l, t)

=ẋT
l (t)P1xl(t) + xT

l P1ẋl(t)

+ vT
l+1(t)P2vl+1(t)− vT

l (t)P2vl(t)

(9)

Substitution of (6) and (7) into this last expression now
yields

∆V (l, t)=ξT
l (t)

(
ÂT

1 P +PÂ1+ÂT
2 RÂ2−R

)
ξl(t) (10)

where

P =
[

P1 0
0 0

]
, R =

[
0 0
0 P2

]
(11)

Hence stability along the pass holds if∆V (l, t) < 0 for
ξl(t) 6= 0, and a sufficient condition for this is

ÂT
1 P +PÂ1+ÂT

2 RÂ2−R < 0 (12)

or, equivalently,

ÂT
1 P + PÂ1 + ÂT

2 SÂ2 −R < 0 (13)

whereS = diag{P3, P2}, andP3 > 0 is arbitrary. Finally,
an obvious application of the Schur complement yields the
equivalent condition of (4) and the proof is complete.

III. T HE H∞ NORM BOUND

Consider now the case of a differential linear repetitive
process (2) with no control inputs but with external distur-
bance inputs and written in the form[

ẋl(t)
vl+1(t)

]
=

[
A B0

C D0

] [
xl(t)
vl(t)

]
+

[
B1

D1

]
wl(t)

(14)
and define the so-called measured output vectorzl(t), which
in this case is equal the pass profile vector, as

zl(t) =
[

0 I
] [

xl(t)
vl(t)

]
(15)

Also introduce

B11 =
[

B1

0

]
, D11 =

[
0

D1

]
, H =

[
0 I

]
(16)

then the major result in this section is Theorem 3 below
which gives anH∞ condition for stability along the pass
and requires the following definition.

Definition 1: A differential linear repetitive process
which can be written in the form (14) is said to haveH∞
noise attenuation (or norm bound)γ if it is stable along the
pass and its induced norm is bounded byγ i.e.

sup
0 6=w∈Lr

2

‖z‖2

‖w‖2
< γ (17)

Theorem 3:A differential linear repetitive process which
can be written in the form (14) and (15) is stable along the
pass and hasH∞ norm boundγ > 0 if there exists matrices

P1 > 0, P2 > 0, andP3 > 0, such that the following LMI
holds [

ÂT
1 P +PÂ1+ÂT

2 RÂ2 + HT H −R

BT
11P + DT

11RÂ2

(?)
DT

11RD11 − γ2I

]
< 0

(18)

whereS, P , R are defined in (11) and (13).
Proof: In order to ensure theH∞ noise attenuationγ

holds, it is required that the associated Hamiltonian defined
by

H(l, t) = ∆V (l, t)+vT
l (t)vl(t)− γ2wT

l (t)wl(t) (19)

satisfies
H(l, t) < 0 (20)

The remainder of the proof now involves extensive but
routine manipulations. In summary, these involve the con-
struction of the increment∆V (l, t) and then appropriate
substitutions to yield

H(l, t)=∆V (l, t)+zT
l (t)HTHzl(t)−γ2wT

l (t)wl(t)
=

[
zT
l (t) wT

l (t)
]

×

[
ÂT

1 P +PÂ1+ÂT
2 RÂ2+HT H−R

BT
11P + DT

11RÂ2

(?)
DT

11RD11 − γ2I

] [
zl(t)
wl(t)

] (21)

Finally (18) guarantees that (20) holds for anyzl(t), wl(t) 6=
0 and the proof is complete.

IV. H∞ CONTROL VIA STATE FEEDBACK

The design of control laws for 2D discrete linear systems
described by the Roesser and Fornasini Marchesini state
space models (see, for example, the references cited in [8])
has received considerable attention in the literature over the
years. A valid criticism of such work, however, is that the
structure of the control algorithms are not well founded
physically due to the fact that, for example, the concept
of a state for these systems is not uniquely defined. For
example, it is possible to define a state feedback law based
on the local or global state vectors. Also in the absence of
generalizations of well defined and understood 1D concepts,
e. g. the pole assignment problem and error actuated output
feedback control action, it has not been really possible to
formulate a control design problem beyond that of obtaining
conditions for stabilization under the control action. Similar
comments also hold for 2D continuous-discrete systems but
with the extra remark that much less work has been reported
for these systems.

The first difficulty above does not arise with differential
linear repetitive processes. For example, it is physically
meaningful to define the current pass error as the difference,
at each point along the pass, between a specified reference
trajectory for that pass, which in most cases will be the
same on each pass, and the actual pass profile produced.



Then it is possible to define a so-called current pass error
actuated controller which uses the generated error vector
to construct the current pass control input vector. In which
context, preliminary work, see, for example, [8], has shown
that, except in a few very restrictive special cases, the
controller used must be actuated by a combination of current
pass information and ‘feedforward’ information from the
previous pass to guarantee even stability along the pass
closed-loop. Note also here that in the ILC application area
the previous trial output vector is an obvious signal to use
as feedforward action.

One control law with this structure is

ul(t) =
[

K1 K2

] [
xl(t)
vl(t)

]
(22)

whereK1 andK2 are appropriately dimensioned matrices
to be designed. In effect, this control law uses feedback of
the current state vector (which is assumed to be available for
use) and ‘feedforward’ of the previous pass profile vector.
Note that in repetitive processes the term ‘feedforward’
is used to describe the case where state or pass profile
information from the previous pass (or passes) is used as
(part of) the input to a control law applied on the current
pass, i.e. to information which is propagated in the pass-to-
pass (k) direction.

In the case of the second difficulty, the following result
shows that the LMI setting extends to allow the design of
a control law of the form (22) for stability along the pass
closed loop with a prescribedH∞ bound.

Theorem 4:Suppose that a differential linear repetitive
process described by (2) is subject to a control law defined
by (22). Then the resulting closed loop process is stable
along the pass and has prescribedH∞ norm boundγ > 0
if there exist matricesW1 > 0, W2 > 0, W3 > 0 andN1,
N2 such that the following LMI holds[

W11 W12 W13

W21 W22 W23

]
< 0 (23)

where

W11 =

 −W3 0
0 −W2

0 W1C
T + NT

1 DT


W12 =

 0
CW1 + DN1

W1A
T + N1B

T + AW1 + BN1


W13 =

 0 0 0
D0W2 + DN2 D1 0
B0W2 + BN2 B1 0


W21 =

 0 W2D
T
0 + NT

2 DT

0 DT
1

0 0


W22 =

 W2B
T
0 + NT

2 BT

BT
1

0



W23 =

 −W2 0 I
0 −γ2I 0
I 0 −I


In this condition holds, the controller matricesK1 andK2

are given byN1W
−1
1 andN2W

−1
2 respectively.

Proof: Application Theorem 3 gives that the closed loop
process in this case is stable along the pass with prescribed
H∞ norm boundγ > 0 if −S SA2 SD11

A
T

2 S A
T

1 P + PA1 + HT H −R PB11

D11S BT
11P −γ2I

 < 0

(24)
where

A1 =
[

A + BK1 B0 + BK2

0 0

]

A2 =
[

0 0
C + DK1 D0 + DK2

]
Note that this last condition is not linear inS, P , R, K1

and K1. To proceed, first apply the Schur complement to
yield

−S SA2 SD11 0
A

T

2 S A
T

1 P + PA1 −R PB11 H
DT

11S BT
11P −γ2I 0

0 H 0 −I

 < 0 (25)

Then substituting forA1 andA2 in this last expression, pre
and post-multiplying the result by

diag
{
P−1

3 , P−1
2 , P−1

1 , P−1
2 , I, I

}
and finally settingW1 = P−1

1 , W2 = P−1
2 , W3 = P−1

3 ,
N1 = K1P

−1
1 , N2 = K2P

−1
2 results in (23) and the proof

is complete.
Remark 1: In many cases of practical interest it is de-

sirable to compute the minimumH∞ norm boundγ. This
minimum can be obtained by solving a linear objective mi-
nimization problem [2] (the EVP problem) of the following
form

minimize ε subject to
W1 > 0,W2 > 0,W3 > 0, N1, N2, ε > 0

and (23)
(26)

whereγ =
√

ε.

V. ROBUST H∞ CONTROL

Here we extend the analysis of the previous section to the
case when there is uncertainty in the process state space
model. Space limitations preclude detailed analysis of all
possible uncertainty models and here we only consider the
case when the uncertainty is norm bounded in both the state



and pass profile updating equations. In such a case we can
write the process state space model in the form[

ẋl(t)
vl+1(t)

]
=

([
A B0

C D0

]
+

[
∆A ∆B0

∆C ∆D0

]) [
xl(t)
vl(t)

]
+

([
B
D

]
+

[
∆B
∆D

])
ul(t)

+
([

B1

D1

]
+

[
∆B1

∆D1

])
wl(t)

(27)

where [
∆A ∆B0 ∆B ∆B1

∆C ∆D0 ∆D ∆D1

]
=[

H1

H2

]
F

[
E1 E2 E3 E3

]
(28)

H1, H2, E1, E2, E3, E4 are known matrices with constant
entries, andF is an unknown matrix with constant entries
which satisfies

FTF ≤ I (29)

In this case, we have the following result.
Theorem 5:Suppose that a linear differential repetitive

process of the form described by (27), with uncertainty
structure modelled by (28) and (29) is subject to a control
law of the form (22). Then the resulting closed-loop process
is stable along the pass for all admissible uncertainties and
has prescribedH∞ norm boundγ > 0 if there exist matrices
W1 > 0, W2 > 0, W3 > 0, W3 > 0, N1, N2 and a scalar
ε > 0 such that

−W3 0 0
0 −W2+3εH2H

T
2 (?)

0 W1C
T +NT

1 DT +3εH1H
T
2 Ψ33

0 W2D
T
0 +NT

2 DT W2B
T
0 +NT

2 BT

0 DT
1 BT

1

0 0 0
0 0 E1W1 + E3N1

0 0 0
0 0 0

0 0 0 0 0 0
(?) (?) 0 0 0 0
(?) (?) 0 (?) 0 0
−W2 0 I 0 (?) 0

0 −γ2I 0 0 0 (?)
I 0 −I 0 0 0
0 0 0 −εI 0 0

E2W2+E3N2 0 0 0 −εI 0
0 E4 0 0 0 −εI


<0

(30)

where

Ψ33 = W1A
T +NT

1 BT +AW1+BN1+3εH1H
T
1

If (30) holds then the stabilizing matricesK1 andK2 in the
control law are given byN1W

−1
1 andN2W

−1
2 respectively.

Proof: Firstly, we need the following standard matrix result

Lemma 1:Let Σ1, Σ2 be real matrices of compatible
dimensions then for any matrixF satisfying (29) and a
scalarε > 0 the following inequality holds

Σ1FΣ2 + ΣT
2 FΣT

1 ≤ ε−1Σ1ΣT
1 + εΣT

2 Σ2 (31)
Next, incorporate the norm-bounded uncertainties into (23)
to obtain sum of a matrix which has uncertainty terms and
one whose entries are completely known. The former of
these is the one of interest here and it can be written in the
form

H̃ = HFE + E
TFT

H
T

(32)

where

H =


0 0 0 0 0 0
0 0 H2 H2 H2 0
0 0 H1 H1 H1 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0


F = diag{F ,F ,F ,F ,F ,F}

E = diag{0, 0, E1W1 + E3N1, E2W2 + E3N2, E4, 0}

An obvious application of (31) now yields

H̃ ≤


0 0 0 0 0 0
0 Λ22 Λ23 0 0 0
0 Λ32 Λ33 0 0 0
0 0 0 Λ44 0 0
0 0 0 0 Λ55 0
0 0 0 0 0 0

 (33)

where the sub-matrices on the right-hand side of this last
expression are given by

Λ22 = 3εH2H
T
2 , Λ23 = 3εH2H

T
1 , Λ32 = 3εH1H

T
2

Λ33 = 3εH1H
T
1 +ε−1(E1W +E3N1)T (E1W +E3N1)

Λ44 = ε−1(E2W +E3N2)T (E2W +E3N2),
Λ55 = ε−1ET

4 E4

Finally, the result follows by an obvious application of the
Schur complement and the proof is complete.

Remark 2:The controller which ensures a minimumH∞
norm boundγ can be computed by converting the LMI (30)
into a linear objective minimization problem of the form

minimize ε subject to
W1 > 0,W2 > 0,W3 > 0, N1, N2, ε > 0, ε > 0

and (30)
(34)

whereγ =
√

ε.



A. Numerical example

As an example, the metal rolling process is considered.
This process is an extremely common industrial process
where, in essence, deformation of the workpiece takes place
between two rolls with parallel axes revolving in opposite
directions.

Appropriate algebraic manipulations [5] show that the
metal rolling process can modelled by a differential repe-
titive process model of the form considered in this paper.
In the design studies considered here the matrices in the
process model (2) which approximate the dynamics are

B =
[
−ζωn (ζ2ω2

n−ω2
n− c1kakc

M )
1 −ζωn

]
B1 =

[
0
â

]
,

D =
[
1 0

]
, D1 = c3

(35)

where

â = c3(c2 − c1kakc)/(ω2
nM + c1kakc − ζ2ω2

nM)

andωn =
√

ka+λ
M andζ = kb

2ωnM are the (angular) natural
frequency and damping ratio of the local servomechanism
loop respectively,M is the lumped mass of the roll-gap
adjusting mechanism,λ1 is the stiffness of the adjustment
mechanism spring,λ2 is the hardness of the metal strip, and
λ = λ1λ2

λ1+λ2
is the composite stiffness of the metal strip and

the roll mechanism. Furthermore,

c1 =
λ

λ2
, c2 = λc1, c3 =

λ

λ1
(36)

and

C =
[

0.4057
0.9355

]
, D = 0.9169

If the parameterska, kb, kc are such that

ka >
c2 − λ(1− c3)
(kcλ

λ2
) + 1− c3

(37)

kakc < λ1 +
λ1(1− c2

3)
2c2M

k2
b (38)

then stability along the pass holds. The design task here is
to design a control law of the form (22) such that stability
along the pass holds under this control law withH∞ norm
bound less thanγ (i.e. an application of Theorem 4).

The numerical data used here isλ1 = 600, λ2 = 2000,
M = 100, ka = 50, kb = 1, kc = 6. This yieldsλ = 461.54
and

A =

 −0.0050 −5.8077 0
1 −0.0050 0.0494
1 0 0.7692



B1 =
[

1.3827
1.1073

]
, D1 = 0.2644

Then for the particular choice ofγ = 1.4, the design proce-
dure of (23) (implemented using LMI Control Toolbox [4])
gives the solution

W1 =
[

16.9993 0.9563
0.9563 1.2216

]
, W2 = 18.1714

N1 =
[
−11.0732− 6.5747

]
, N2 = −5.7055

(39)

and the corresponding control law matrices are

K1 =
[
−0.3647− 5.0965

]
, K2 = −0.3140 (40)

This controller guarantees stability along the pass and
ensures that theH∞ norm bound is never greater thanγ.

VI. CONCLUSIONS

This paper has developed substantial new results on the
relatively open problem of the control of differential linear
repetitive processes which are a distinct class of 2D linear
systems of both systems theoretic and applications interest.
The result is physically based control laws in anH∞ setting
where the required computations are LMI based. Also it has
been shown that these results can be extended to the case
of uncertainty in the model where here this is assumed to
be norm bounded in both the state and pass profile updating
equations of the defining state space model. Extensions to
other uncertainty representations are also possible and will
be reported elsewhere.
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