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Abstract

Piecewise affine systems are powerful models for
describing both non-linear and hybrid systems. One
of the key problems in controlling these systems is
the inherent computational complexity of controller
synthesis and analysis, especially if constraints on
states and inputs are present. This paper illustrates
how reachability analysis based on multi-parametric
programming may serve to obtain controllers of
low complexity. Specifically, two different controller
computation schemes are presented. In addition, a
method to obtain stability guarantees for general
receding horizon control of PWA systems is given.

Keywords: Piecewise Affine Systems, Receding
Horizon Control, Minimum-Time Control

I. I NTRODUCTION

Optimal control of piecewise affine (PWA) sys-
tems has garnered increasing interest in the research
community since they represent a powerful tool for
approximating non-linear systems and because of their
equivalence to hybrid systems [9]. Optimal control
for PWA systems may be obtained by solving mixed-
integer optimization problems on-line [4], [11], or
as was shown in [1], [6], [10], by solving off-line
a number of multi-parametric programs which were
introduced for constrained linear systems in [5]. By
multi-parametric programming, a linear (mp-LP) or
quadratic (mp-QP) optimization problem is solved off-
line. The associated solution takes the form of a PWA
state feedback law. In particular, the state-space is
partitioned into polyhedral sets and for each of those
sets the optimal control law is given as one affine
function of the state. In the on-line implementation of
such controllers, input computation reduces to a simple
set-membership test. Even though the approaches in
[1], [6], [10] rely on off-line computation of a feedback
law, the computation quickly becomes prohibitive for
larger problems. This is not only due to the high
complexity of the multi-parametric programs involved
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[8], but mainly because of the exponential number
of transitions between regions which can occur when
a controller is computed in a dynamic programming
fashion [6], [10].

This paper addresses the clear need for low com-
plexity controllers for hybrid systems and presents two
algorithms which tend to achieve this goal. Specifi-
cally, the computation of a minimum-time feedback
controller is presented as well as a control scheme
which aims at obtaining a low (but not necessarily
minimal) number of switches in the system dynamics.
In addition, a general scheme for obtaining stabil-
ity guarantees for generic PWA systems subject to
receding horizon control will be presented. Unlike
the method in [11], we do not require the PWA
dynamics to be continuous. This scheme can also be
used in connection with other controller computation
methods [11], [1], [6], [10] to obtain stability guar-
antees. Specifically, an invariant target set along with
a piecewise linear feedback law and an associated
Lyapunov function is computed with semi-definite pro-
gramming methods and the optimal control problem
is subsequently updated according to [12] in order to
obtain stability properties.

II. PROBLEM DESCRIPTION ANDPROPERTIES

This section first covers some of the fundamentals
of mp-QP for linear systems before restating recent
results for PWA systems. Consider a discrete-time
linear time-invariant system

x(k + 1) = Ax(k) + Bu(k) (1)

with A ∈ Rn×n andB ∈ Rn×m. Let x(k) denote the
measured state at timek and xk (uk) denote the
predicted state (input) at timek, given x(0). Assume
now that the states and the inputs of the system in (1)
are subject to the following constraints

x(k) ∈ X ⊂ Rn, u(k) ∈ U ⊂ Rm, ∀k > 0, (2)

where X and U are polyhedral sets containing the
origin in their interior, and consider the constrained



finite-time optimal control problem

J∗

N (x(0)) = min
u0,...,uN−1

N−1
∑

k=0

(

u′

kRuk + x′

kQxk

)

+ x′

NQf xN , (3a)

subj. to. xk ∈ X, uk−1 ∈ U, ∀k ∈ {1, . . . , N}, (3b)

xN ∈ Xset, (3c)

xk+1 = Axk + Buk, x0 = x(0), (3d)

Q = Q′ º 0, Qf = Q′

f º 0, R = R′ Â 0, (3e)

where (3c) is a user defined set constraint on the final
state which may be chosen along withQf such that
stability of the closed-loop system is guaranteed [12].

Definition 1: We define theN -step feasible set
XN ⊆ Rn as the set of initial statesx(0) for which
the optimal control problem (3) is feasible, i.e.

XN ={x(0) ∈ Rn|∃UN ∈ RNm,

xk ∈ X, uk−1 ∈ U, ∀k ∈ {1, . . . , N}}.

where UN = [u′
0, . . . , u

′
N−1

]′ is the optimization
vector. By consideringx(0) as a parameter, problem
(3) can be stated as an mp-QP [5] which can be
solved to obtain a feedback solution with the following
properties,

Theorem 1:[5] Consider the finite time constrained
regulation problem (3). Then, the set of feasible pa-
rametersXN is convex, the optimizerU∗

N : XN →
RNm is continuous and piecewise affine (PWA), i.e.

U∗
N (x(0)) = Frx(0) + Gr, if x(0) ∈ Pr

Pr = {x ∈ Rn|Hrx ≤ Kr}, r = 1, . . . , R

and the optimal costJ∗
N : XN → R is continuous,

convex and piecewise quadratic.
According to Theorem 1, the feasible state spaceXN

is partitioned intoR polytopic regions, i.e.,XN =
{Pr}

R
r=1. The results in [5] were extended in [6] to

compute the optimal explicit feedback controller for
PWA systems of the form

x(k + 1) = Aix(k) + Biu(k) + fi, (4a)

Lix(k) + Eiu(k) ≤ Wi, i ∈ I (4b)

if x(k) ∈ Di (4c)

whereby the dynamics (4a) with the associated con-
straints (4b) are valid in the polyhedral setDi de-
fined in (4c). The setI ⊂ N is defined asI =
{1, . . . , If} whereIf denotes the number of different
dynamics andN = {0, 1, . . .} denotes the set of
integers greater equal zero (andN+ = {1, 2, . . .}).
Henceforth, we will abbreviate (4a) and (4c) with
x(k + 1) = fPWA(x(k), u(k)). Note that we do not
requirex(k+1) = fPWA(x(k), u(k)) to be continuous.
The optimization problem considered here is given by

J∗

N (x(0)) = min
u0,...,uN−1

N−1
∑

k=0

(

u′

kRuk + x′

kQxk

)

+ x′

NQf xN , (5a)

subj. to xN ∈ Xset, (5b)

Lixk + Eiuk ≤ Wi, if xk ∈ Di, (5c)

xk+1 = Aixk + Biuk + fi, x0 = x(0), (5d)

Q = Q′ º 0, Qf = Q′

f º 0, R = R′ Â 0. (5e)

In the following section, an algorithm is needed that
can detect if a convex polyhedronP0 is covered by
a finite set of non-empty convex polyhedra{Pr}

R
r=1.

Due to space constraints, we refer the reader to [2],
[7], where an efficient algorithm is given to perform
this task.

III. C OMPUTATION OF STABILIZING

CONTROLLERS FORPIECEWISEAFFINE SYSTEMS

One of the main drawbacks of the methods de-
scribed in [6] is the lack of an a priori stability
guarantee for the closed-loop system. Other methods
[11] only provide stability guarantees if the origin
is contained in the interior of one of the setsDi.
We propose a method for obtaining stabilizing con-
trollers for generic PWA systems. For general dynamic
systems, stability is guaranteed if an invariant set is
imposed as a terminal state constraint (see (3c)) and
the terminal cost in (3) corresponds to a Lyapunov
function for that set [12]. Analogous to controllers for
linear systems, we here compute a control invariant set
Xinv with an associated Lyapunov function. In a first
step a stabilizing piecewise linear feedback controller
is computed. This can be achieved by searching for
feedback controllersKi and a matrixP such that

P Â 0,

(Ai + BiKi)
′P (Ai + BiKi) − P ¹ 0, ∀i ∈ I.

This can be rewritten as an LMI by using Schur
complements and introducing the new variablesYi =
KiQ andQ = P−1,

max
Yi,Q

det(Q), subj. to

Q Â 0,
[

Q (AiQ + BiYi)
(AiQ + BiYi)

′ Q

]

º 0, ∀i ∈ I.

The maximization of det(Q) serves to maximize the
region of stability. Large target sets generally make
the subsequent controller computations simpler. In a
second step, the maximal output admissible setXinv

of the PWA system subject to the feedback controllers
Ki can be computed with the algorithm in [13], which



is guaranteed to terminate in a finite number of steps
for the problem at hand.

If we add the terminal set constraintXset = Xinv

along with the terminal Lyapunov costQf = P in
(5), stability is guaranteed according to [12]. Note that
we only need to consider a single convex terminal
set for linear systems. For PWA systems, the terminal
set Xinv is given as a union of several convex sets
Xinv =

⋃

i X
0
i which may be non-convex. However,

if the union
⋃

i X
0
i is convex, the regions can be

merged with the method in [3] which results in reduced
algorithm run-time and solution complexity.

Note that the proposed method for guaranteeing
closed-loop stability can easily be combined with other
control algorithms, e.g., [6], [11], [10], [1]. However,
the procedure here is merely sufficient for stability. We
cannot guarantee that an invariant set and a Lyapunov
function will be found in the suggested manner.

IV. COMPUTATION OF A M INIMUM TIME

CONTROLLER FORHYBRID SYSTEMS

The goal is the design of a feedback controller, such
that the system constraints (2) are satisfied for all time
and stability is guaranteed. Without loss of generality,
we restrict ourselves to the regulation problem, i.e.
how the statex can be steered to the origin without
violating any of the system constraints along the closed
loop trajectory.

One of the key problems in control of PWA sys-
tems is the lack of convexity in the controlled sets,
which produces a significant computational overhead.
Furthermore, the complexity of the cost-to-go func-
tion in the dynamic programming approach in [6],
[10] makes it necessary to explore an exponentially
growing number of possible target sets during the
iterations. The algorithms presented here avoid these
issues to some extent by forfeiting the optimality of
the control law. Specifically, we compute a minimal
time and a ‘reduced-switching’ controller. Unlike the
approaches in [6], [10], the cost-to-go here will only
assume discrete values. Due to the ‘simple’ cost-to-
go, the target sets which need to be considered at each
iteration step are larger and fewer in number than those
which would be obtained if a cost optimal controller
were to be computed. Thus, both complexity of the
feedback law as well as computation time are greatly
reduced, in general.

If the proposed algorithm terminates, the associated
feedback controller will cover the maximal control-
lable setKPWA

∞ (Xinv).
Definition 2: The setKPWA

∞ (Xinv) denotes the max-
imum controllable set for a PWA system (4), i.e., it
contains all states which can be steered intoXinv.

Specifically,

KPWA
∞ (Xinv) = {x(0) ∈ Rn| ∃u(k) ∈ Rm, s.t.

Lix(k) + Eiu(k) ≤ Wi, if x(k) ∈ Di,

x(k + 1) = fPWA(x(k), u(k)),

x(N) ∈ Xinv, ∀k ≥ 0, N → ∞}.

A. Off-Line Computation

Before presenting the algorithm, some preliminaries
will be introduced.

Assume a possibly non-convex unionU0 of poly-
topesX 0

j , i.e. U0 =
⋃

j∈L0 X 0
j , where the setL0 =

{1, 2, . . . , L0
f} containsL0

f positive integers. All states
which can be driven into the setU0 are defined by:

Pre(U0) = {x ∈ X | ∃u ∈ U, fPWA(x, u) ∈ U0}

=
⋃

i∈I

⋃

j∈L0

{

x ∈ X | ∃u ∈ U,

x ∈ Di, Aix + Biu + fi ∈ X 0
j

}

.

For a fixedi and j, the target setX 0
j is convex and

the dynamics affine, such that it is possible to apply
standard multi-parametric programming techniques to
solve the problem at hand [5]. Therefore the set
Pre(U0) is a union of polytopes and can be computed
by solving If · Lf multi-parametric programs. In
addition to the setPre(U0), we then also obtain an
associated feedback law which provides feasible inputs
as a function of the state (see Theorem 1). Note that
the various controller partitions may overlap, but that
each controller will drive the state intoU0 in one time
step. We will henceforth use the following notation
U iter+1 = Pre(U iter) =

⋃

j∈Liter+1 X
iter+1

j .
In the following, the Algorithm for computing the

minimum time controller for PWA systems will be
introduced.

Algorithm 4.1: Computation: Minimum Time Con-
troller

1) Compute the invariant setXinv around the origin
(see Figure 1(a)) and an associated Lyapunov
function as described in Section III.

2) Initialize the set listU0 = Xinv and initialize
the iteration counteriter = 0.

3) Compute U iter+1 = Pre(U iter) =
⋃

j∈Liter+1 X
iter+1

j , by solving a sequence
of multi-parametric programs. Thus, a feedback
controller partition{Piter+1

j }R
r=1 is associated

to each obtained setX iter+1

j . Obviously, the
number of regionsR of each partition are a
function of iter and j (see Figure 1(b)).

4) For all j∗ ∈ Liter+1: If X iter+1

j∗ ⊆
⋃

j∈Liter+1\{j∗} X
iter+1

j , then discardX iter+1

j∗



and setLiter+1 = Liter+1 \ {j∗} (see Figure
1(c)).

5) If U iter 6= U iter+1, setiter = iter +1 and goto
step 3.

6) For all k ∈ {1, . . . , iter − 1} and r ∈ N+

discard all controller regions{Pk+1

j }r for which
{Pk+1

j }r ⊆
⋃

i∈{1,...,k} U
i since the associated

control law will never be applied.
The index iter corresponds to the number of steps
in which a state trajectory will enter the terminal set
Xinv if a RHC policy is applied. If the algorithm
terminates in finite time, the union of all controlled sets
U iter is the maximum controllable setKPWA

∞ (Xinv) as
given in Definition 2. Note however, that Algorithm
4.1 may not terminate in finite time (e.g. if states
are unbounded). It is therefore advisable to specify
a maximum step distance which can be used as a
termination criterion in step 5 of Algorithm 4.1.

B. On-Line Application

In the minimum time algorithm presented in
this paper, we can take advantage of some of the
algorithm features to speed up the on-line region
identification procedure. We propose a three-tiered
search tree structure which serves to significantly
speed up the region identification. Unlike the search
tree proposed in [14], the tree structure proposed here
is computed automatically by Algorithm 4.1, i.e., no
post-processing is necessary. The three levels of the
search tree are as follows:

Algorithm 4.2: On-Line Application of Minimum
Time Controller

1) Identify active dynamicsi, such thatx ∈ Di.
2) Identify controller setX iter

j associated with dy-
namic i which is ‘closest’ to the target set, i.e.,
miniter,j iter, s.t. x ∈ X iter

j .
3) Extract the controller partition{Piter

j }R
r=1 with

the corresponding feedback lawsF,G and iden-
tify the region r which contains the statex ∈
{Piter

j }r.
4) Apply the control inputu = Frx + Gr. Goto 1.

Note that the association of controller partitionsX iter
j

to active dynamics in step 2 is trivially implemented
by building an appropriate lookup-table during the off-
line computation in Algorithm 4.1.

Theorem 2:The controller obtained with Algorithm
4.1 and applied to a PWA system (4) in a receding
horizon control fashion according to Algorithm 4.2,
guarantees stability and feasibility of the closed loop
system, providedx(0) ∈ KPWA

∞ (Xinv).
Proof: Assume the initial statex(0) is contained

in the setU iter with a step distance toXinv of iter.

The control law at step 4 of Algorithm 4.2 will drive
the state into a setU iter−1 in one time step (see
step 3 of Algorithm 4.1). Therefore, the state will
enterXinv in iter steps. Once the state entersXinv

the feedback controllers associated with the common
quadratic Lyapunov ensures stability. 2

The proof stretches the classic definition of stability,
since the Lyapunov function is discontinuous and
assumes only discrete values forx /∈ Xinv. However,
this is not a problem, since Lyapunov functions do not
need to be continuous for discrete time systems.

V. CONTROLLER WITH REDUCED NUMBER OF

SWITCHES

It is possible to obtain even simpler controllers and
faster computation times by modifying Algorithm 4.1.
Instead of computing a minimum time controller, an
alternative scheme which aims at reducing the number
of switches can be applied. A change in the active
system dynamicDi → Dj , (i 6= j) is referred to as a
switch. The proposed procedure does not guarantee the
minimum number of switches, though straightforward
modifications to the algorithm would yield such a
solution. The “minimum number of switches” solution
was not pursued in this paper since computation time
was the primary objective.

The proposed reduced switch controller will avoid
switching the active dynamics for as long as possible.
We will here introduce the following operator

Prei(X ) ={x ∈ X | ∃u ∈ U,

x ∈ Di, Aix + Biu + fi ∈ X}.

Once thej − th controller setX iter,i
j associated to

dynamici and obtained at iterationiter is computed,
the set is subsequently used as a target set for as
long as the controllable set of states can be enlarged.
With this scheme, the total number of convex sets
needed to describe the controlled setU iter remains
constant while the size ofU iter increases. Therefore,
this scheme generally results in fewer sets during
the dynamic programming iterations compared to
Algorithm 4.1. The proposed scheme is guaranteed to
work at least as well as Algorithm 4.1 with respect
to controller complexity. Specifically, the algorithm
works as follows:

Algorithm 5.1: Computation: Controller with Re-
duced Number of Switches

1) Compute the invariant setXinv around the ori-
gin and an associated Lyapunov function as
described in Section III.

2) Initialize the set listU0 = Xinv =
⋃

j∈L0 X 0
j

and initialize the iteration counteriter = 0.



Di Dj

U0

X 0
i

X 0
j

(a) Invariant target set
Xinv .

Di Dj

U1 = Pre(U0)

U0

(b) Set of statesU1 which
enterU0 in one time step.

Di Dj

U1

X 2
j

(c) The transition partition
does not expand the con-
trolled set of states.

Di Dj

U1

X 2
j

(d) The transition controller
expands the controllable set
of states.

Fig. 1. Description of Algorithm 4.1.

3) Execute the following for alli ∈ I and j ∈
Liter:

a) Initialize counterc = iter and setCc =
X c

j .
b) ComputeCc+1 = Prei(C

c) by using multi-
parametric programming and store the as-
sociated controller partition. Thus, a feed-
back controller partition{Pc+1,iter

j }R
r=1 is

obtained.
c) If Cc ⊆ Cc+1, setc = c + 1 and goto step

3b.
d) If c = iter setU iter+1 = U iter+1 ∪ Cc+1,

elseU iter+1 = U iter+1 ∪ Cc.

4) If U iter+1 6= U iter, set iter = iter + 1 an goto
3.

5) For all k ∈ {1, . . . , iter − 1}, c ∈ N and
r ∈ N+ discard all controller regions{Pc,k+1

j }r

for which {Pc,k+1

j }r ⊆
⋃

i∈{1,...,k} U
i since the

associated control law will never be applied.
The on-line computation is identical to the scheme
described in Section IV-B.

Remark 1: If we always haveCc * Cc+1 in step 3c
of Algorithm 5.1, then Algorithm 5.1 is identical to
Algorithm 4.1. However ifCc ⊆ Cc+1, it is possible
to perform a large part of the computations on convex
sets, which makes Algorithm 5.1 significantly more
efficient than Algorithm 4.1.

Theorem 3:A controller computed according to
Algorithm 5.1 and applied to a PWA system (4)
according to Algorithm 4.2, guarantees stability and
feasibility of the closed loop system, providedx(0) ∈
KPWA

∞ (Xinv).
Proof: Follows from Theorem 2. 2

VI. N UMERICAL EXAMPLES

As was shown in [8] and will also be illustrated
in this section, computing minimum time controllers
instead of optimal controllers may serve to signifi-
cantly reduce computation time, since in general, fewer
regions are obtained than with the algorithm in [6]. We

will demonstrate efficiency of Algorithms 4.1 and 5.1
on the following examples.

Example 1:Consider the 2-dimensional piece-wise
linear systemx(k+1) = Aix(k)+Biu(k), such that:

i =











1, if x1(k) ≥ 0 & x2(k) ≥ 0
2, if x1(k) ≤ 0 & x2(k) ≤ 0
3, if x1(k) ≤ 0 & x2(k) ≥ 0
4, if x1(k) ≥ 0 & x2(k) ≤ 0

A1 =

[

1 1
0 1

]

, B1 =

[

1
0.5

]

,

A2 =

[

1 1
0 1

]

, B2 =

[

−1
−0.5

]

,

A3 =

[

1 −1
0 1

]

, B3 =

[

−1
0.5

]

,

A4 =

[

1 −1
0 1

]

, B4 =

[

1
−0.5

]

,

One can observe, that the system is a double integrator
in the discrete time domain, with different orientation
of the vector field in the different quadrants. The state
and input constraints, respectively, are:−5 ≤ x1(t) ≤
5, −5 ≤ x2(t) ≤ 5, −1 ≤ u(k) ≤ 1, and the weight
matrices for the optimization problem areQ = I, and
R = 1.

Example 2:Consider the following 3-dimensional
PWA system [11]:

x(k + 1) = Aix(k) + Biu(k) + fi, i =

{

1, if x2(k) ≤ 1
2, else

A1 =





1 0.5 0.3
0 1 1
0 0 1



 , B1 =





0
0
1



 , f1 =





0
0
0





A2 =





1 0.2 0.3
0 0.5 1
0 0 1



 , B2 =





0
0
1



 , f2 =





0.3
0.5
0





Subject to constraints−10 ≤ x1(k) ≤ 10, −5 ≤
x2(k) ≤ 5, −10 ≤ x3(k) ≤ 10, and−1 ≤ u(k) ≤ 1.
Again, weights in the cost function areQ = I, R =
0.1.
To initialize the algorithm described in Section IV,
one first needs to compute a control invariant setXinv

around the origin. Once the setXinv is computed,
Algorithms 4.1 and 5.1 are applied to Examples



Algorithm 4.1 Algorithm 5.1 Dynamic Programming [6]
Run time # regions Run time # regions Run time # regions

Example 1 71 sec. 174 39 sec. 138 91 hours 3904
Example 2 791 sec. 642 151 sec. 293 ? ?

TABLE I

COMPARISON OF THECPU-TIME AND THE NUMBER OF REGIONS FOR DIFFERENT SYSTEMS. ? DENOTES THAT THE COMPUTATION FOR

THE PARTICULAR PROBLEM HAD NOT CONVERGED AFTER7 DAYS.

1-2. A comparison of both Algorithms 4.1 and 5.1
with the approach in [6] is given in Table I. In [6],
the authors solve an optimal control problem in a
dynamic programming fashion for a fixed horizon. In
order to guarantee a fair comparison, the algorithm as
presented in [6] was slightly modified to include an
additional check for convergence. This addition was
necessary to guarantee termination of the algorithm as
soon as the controller coversKPWA

∞ (Xinv). Note that
the influence of this additional check on the run-times
given in Table I is negligible. As can be seen from
the results in Table I, the methods proposed in this
paper are superior to the approach of [6] regarding
complexity. The reason for the drastic decrease in
runtime is the reduced number of target sets. However,
neither Algorithm 4.1 nor 5.1 guarantee optimal closed
loop-performance in the sense of the cost-objective in
(5).

It is not possible to put an a priori bound on the
performance of Algorithms 4.1 and 5.1 with respect to
the optimal solution. A performance comparison was
performed on a set of examples in [7] and is omitted
here for space reasons. The average performance decay
was on the level of5% whereas the worst case was
above100% versus the cost optimal trajectories. This
may not seem encouraging, but as Table I illustrates,
the minimum-time feedback control may often be
the only type of controller which is computable in
reasonable time.

VII. C ONCLUSION

A novel algorithm to compute a low complexity
feedback controller for constrained PWA systems was
presented. Based on iterative computations of multi-
parametric programs, a feedback controller is obtained
which drives the state into a target set in minimum
time. An alternative controller which aims at reducing
the number of switches between different dynamics
is also presented and the provided examples suggest
that this approach may further reduce complexity
significantly. The two algorithms reduce complexity
versus optimal controllers [6], [10] by several orders
of magnitude whilst incurring a negligible decay in
the average closed-loop performance. Furthermore, a
search tree for efficient on-line identification of the

optimal feedback law is automatically constructed by
both algorithms.

The presented algorithms as well as a more detailed
report can be downloaded fromhttp://control.
ee.ethz.ch.
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