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Abstract— The dynamics of the human immune response
to infection are nonlinear and complex, and analysis of these
models can yield surprising, counterintuitive insights. In this
paper, we explore one such insight concerning the treatment
of HIV infection. In a previous paper, we introduced a
model predictive control (MPC) based method of determining
treatment schedules that would induce a transition to a state
in which the patient’s immune system controlled the viral
infection without the need for further treatment. In this paper,
we show how introducing additional, non HIV-specific target
cells (cells which act as hosts for the HIV virus) can yield
faster convergence with less transient damage to the patient’s
immune system.

I. INTRODUCTION

Human Immunodeficiency Virus (HIV) is a virus that
infects helper-T cells, a component of the immune response
which responds to infection by recruiting the various other
cell types that mediate viral clearance. In HIV disease, the
attrition of these cells is responsible for the patient’s inabil-
ity to mount a successful immune response and leaves the
patient open to infection with a variety of other pathogens.
At any given time most helper-T cells are inactive, in
a “resting” state that effectively shields them from HIV
infection. These cells become “active”, and consequently
susceptible to HIV infection, when they are stimulated
by the presence of the specific pathogen to which they
respond. In early HIV disease, the HIV-specific helper-
T cells are activated by the HIV stimulus, resulting in
a situation in which HIV selectively infects and elimi-
nates those helper-T cells capable of responding to it [1].
However, throughout all stages of infection, HIV-infected
patients have abnormally high levels of helper-T activation
in the non HIV-specific compartment as well [8], [4]. These
additional targets for HIV infection result in higher levels of
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viremia, quicker progression of the disease, and lower levels
of helper-T recovery even while undergoing treatment. It
has been suggested, therefore, that peripheral, non HIV-
specific helper-T cell activation in HIV patients should be
suppressed, thus limiting the number of potential targets for
HIV infection and the corresponding increase in viremia
[5],[4].

In the absence of an effective immune response to HIV,
suppression of peripheral helper-T cell activation makes
perfect sense. Suppression of HIV replication by anti-
retroviral drugs is not directly dependent on the level of
viremia, and increased helper-T cell activation can only
lead to higher viremia and quicker depletion of the helper-
T population. Higher levels of viremia also increase the
risk of emergence of anti-retroviral resistant mutant strains.
However, in the case where immune-mediated control is
considered, intuition does not lead to an easy conclusion.
Immune-mediated control, as described by the Wodarz
Nowak model ([13], [11]), is dependent on the level of
viremia. Additional targets increase both the rate of new
infections and the antigenic stimulus which in turn increases
the rate at which the immune response grows. Furthermore,
the model suggests the possibility of inducing long-term
immune-mediated control of HIV-infection in the absence
of continued anti-retroviral drug use through the application
of a short-term schedule of treatment interruptions. This
process may be helped or hindered by the effects of
adding additional non HIV-specific activated helper-T cells
as targets for viral infection. In this paper we address the
question of whether it is ever useful to introduce additional,
non HIV-specific target cells in the context of interruption-
based strategies for inducing effective immune control.

The paper is organized as follows: in Section 2, we
introduce the Wodarz-Nowak model of HIV infection mod-
ified to allow for additional target cells. In Section 3,



we review the MPC-based treatment scheduling algorithm
of [14], modified to allow for additional target cells, and
we demonstrate the possibility of improved performance
utilizing additional target cells. In Section 4, we investigate
optimal pairings of interruption length and additional target
cell density, and compare best-case results with and without
additional target cells. In Section 5, we interpret these
results and discuss their implications for HIV therapy.

II. HIV MODEL WITH ADDITIONAL TARGETS

In a previous paper [14], we applied an MPC-based
method to a models of HIV infection developed in [13]
and [11] to determine optimal schedules of anti-retroviral
therapy that would lead to drug-free immune control of
the HIV infection. To test whether it is best to suppress
(as much as possible) the activation of non HIV-specific
helper-T cells as suggested in [5], we modified the model,
introducing a second control term u2. This term represents
the activation of helper-T cells not specifically involved in
the immune response against HIV, instead serving only as
targets for the virus. In this formulation, ν is a positive
constant which scales this effect. This formulation is admit-
tedly simplified and does not address the means by which
the population of additional targets would be modulated.
Nor does it incorporate the dynamics of this population.
It is further simplified by the fact that, in order to use
existing code, we restrict the value of u2 to be either 0
or 1 for each control interval. Unlike our restriction on the
values of u1, this is not well motivated by any restrictions
inherent in the system. However, since our goal is simply to
determine whether such modulation would ever be useful,
the simplified model is appropriate. The model, as used in
this paper, is

ẋ = λ − dx − β(1 − ηu1)xy

ẏ = β(1 − ηu1)(x + νu2)y
−ay − p1z1y − p2z2y

ż1 = c1z1y − b1z1

ẇ = c2xyw − c2qyw − b2w

ż2 = c2qyw − hz2

(1)

and the states used describe concentrations of: x, healthy,
active HIV-specific helper-T lymphocytes (susceptible to
HIV infection), y, HIV-infected helper-T lymphocytes, z1,
helper-independent CTL (Cytotoxic Lymphocytes,killer-T
cells), w, CTL precursors (memory CTL), and z2, helper-
dependent CTL. The variable u1 represents the application
of HAART therapy, and η is the therapy’s effectiveness.
We consider the region where all states are positive, since
only this region has physical meaning. This region is
forward invariant. The model recognizes the dependence
of the CTL immune response on the helper-T system, and
distinguishes between the helper-T mediated CTL response,
which persists even at low antigen levels, and the helper-T
independent response, which dies out at low antigen levels.
The control input u1 enters in a manner which recognizes

the effect of HAART, which shuts down viral replication
and prevents new infection. In order to avoid increased risk
of the emergence of drug resistant viral strains, we restrict
u1(t) to be either 0 (no treatment) or 1 (full treatment).
For a more complete description of the states and their
interaction, see [13] and [11].

The steady-state behavior of this model has many pos-
sible bifurcations due to parameter changes, which are
discussed in [11]. In this paper, however, we consider only
the case where in the absence of treatment (u1 = 0, u2 = 0)
the model has two stable steady states: one describing a
progressive infection leading to AIDS and one describing
the establishment of a successful immune response.

This model is normalized, i.e., the values of the states
have not been adjusted to correspond to measured data. The
basic behavior of the model has been observed in experi-
ments on Simian Immunodeficiency Virus (SIV) infection
in apes [12], and treatment interruptions in HIV patients
have been associated with CTL control of the virus as well
[9],[7],[10],[2]. The successful use of the model to induce
immune control in SIV and the corresponding anecdotes
in human patients lend hope to the possibility of similar
success in HIV-infected patients.

III. IMPROVEMENT AT 1-WEEK INTERVALS

In [14], we introduced an MPC-based method for deter-
mining treatment interruption schedules that would lead to
immune-mediated control of HIV infection. For a discrete
system of the form

Xk+1 = f(Xk,uk), (2)

with current state Xk, we find a length N sequence U =
{uk,uk+1, ...,uk+N−1} which minimizes a cost function
of the form

V (Xk,U) =

k+N−1∑

i=k

l(Xi,ui), (3)

where l is the stage cost. In this paper, we use the stage
cost

l(Xi,ui) = α1(xi − xo)
2 + α2(wi − wo)

2

+α3|u1i| + α4|u2i|
(4)

where αj are positive weighting constants and xo, wo, Xo

are the steady-state values of their respective states at the
desired equilibrium. The resulting optimal control sequence
is applied for one sampling period , and at the next sampling
period a new optimal control is calculated. This formulation
satisfies conditions in [3] and [6] guaranteeing asymptotic
stability and robustness (for further details, see [14]). We
use a numerical simulator to approximate the discretization
of the system.

Using the expanded model described in section 2 and
restricting, at one week intervals (T = 7), both the applica-
tion of treatment and the addition of targets (u1 and u2) to
binary values (i.e. either on or off), we applied the MPC-
based algorithm described above to determine whether it



was ever useful to have additional target cells in HIV
treatment. The optimization showed that, for certain values
of ν, the judicious addition of target cells significantly
improved the results of treatment, allowing quicker estab-
lishment of immune-mediated virus control and reducing
the overall damage to the immune system. An example of
these results can be seen in Figure 1. The dotted-line plot
shows the growth of the anti-HIV CTL response responding
to treatment optimized without allowing for the possibility
of additional targets. The solid-line plot shows the growth
of the anti-HIV CTL response optimized while allowing the
possibility of additional targets at each one-week interval.
By adding additional target cells, the treatment scheduler is
able to significantly increase the rate at which the immune
response to HIV grows, resulting in quicker suppression of
the virus. In Figure 2 we see the same comparison, but
this time showing the behavior of the healthy HIV-specific
helper-T cells. Again, we see that using additional target
cells allows the treatment interruption period to be more
effective, allowing quicker immune system recovery after
treatment ceases. Also, the use of control was significantly
reduced, with a total application of HAART of only two
weeks, compared to five weeks in the case without using
additional targets.
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Fig. 1. Comparison of CTL response This graph shows the improved
growth in the Cytotoxic Lymphocyte response to HIV in the case where
additional target cells were introduced. Optimization was carried out over
a ten week interval. For the case with additional targets (solid line), ν =

0.3636. For the case without additional targets (dotted line), ν = 0. Initial
condition is x = 9.9647, y = 0.0176, z1 = 0.00001, w = 0.0551,
z2 = 0.0003.

IV. OPTIMAL COMBINATION OF ADDITIONAL TARGETS

AND INTERRUPTION LENGTH

The improvement seen in the case of one-week intervals
was relatively modest, and the range of additional target
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Fig. 2. Comparison of healthy helper-T populations This graph shows
the improved recovery of the HIV-specific helper-T cell population in
the case where additional target cells were introduced. Optimization was
carried out over a ten week interval. For the case with additional targets
(solid line), ν = 0.3636. For the case without additional targets (dotted
line), ν = 0. Initial condition is x = 9.9647, y = 0.0176, z1 = 0.00001,
w = 0.0551, z2 = 0.0003.

cells we could add without seeing worse performance was
very restricted (approximately up to 5% of the steady-state
value for the HIV-specific active helper-T compartment).
However, since the addition of target cells effectively ac-
celerates the dynamics, we considered that it may be pos-
sible to realize better performance with shorter interruption
times. With this in mind, we searched for combinations of
treatment interval length and additional target cell density
which would maximize the effectiveness of a treatment
interruption. We determined the effectiveness of a treatment
interruption by the maximum value of w attained after re-
initiating treatment. For an initial condition Xinit, we found
T and ν satisfying

max
ν∈[0,10],T∈[0.1,7],t∈[0,50]

f (φν(φν(Xinit, 0, 1, T ), 1, 0, t)) (5)

where φν(X, u1(·), u2(·), ·) is the solution of Equation (1)
for initial condition X, and f (φν(X, u1(·), u2(·), ·) = w(·).
Because of its computational complexity, we evaluated this
maximum only about a single initial condition close to the
steady-state of the system when u1 = 1,u2 = 0. A plot of
f as a function of T can be seen in Figure 3. The maximum
value of f was achieved when T = 0.4545, ν = 3.6364.
To do a fair comparison between the case with and without
additional target cells, we evaluated the maximum where
ν = 0, that is

max
T∈[0.1,7],t∈[0,50]

f (φ0(φ0(Xinit, 0, 0, T ), 1, 0, t)) (6)

A plot of f as a function of T where ν = 0 can be seen
in Figure 4. The maximum value of f was achieved when



T = 0.5909. .
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Fig. 3. Interruption effectiveness as a function of interruption length
Parameters are as in Figure 1 except T and ν. This graph shows the
effectiveness of an interruption starting at initial condition x = 9.9647,
y = 0.0176, z1 = 0.00001, w = 0.0551, z2 = 0.0003 as a function
of interruption length T . For each value of T ν takes the value which
maximizes the effectiveness. The maximum occurs at T = 0.4545, ν =

3.6364.
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Fig. 4. Interruption effectiveness as a function of interruption length,
no additional targets Parameters are as in Figure 1 except T and ν. This
graph shows the effectiveness of an interruption starting at initial condition
x = 9.9647, y = 0.0176, z1 = 0.00001, w = 0.0551, z2 = 0.0003

as a function of interruption length T , ν = 0. The maximum occurs at
T = 0.5909.

Using the values for T and ν obtained from this op-
timization, we again applied the MPC algorithm described
in Section 3 and compared the results. In both the case with

additional targets and without additional targets we saw a
significant improvement in performance. In the case where
T = 0.4545, ν = 3.6364 (Figure 5, solid line), w was about
50% higher than the value attained at the same time by the
algorithm where T = 7, ν = 0.3636 (Figure 1, solid line).
There was a smaller but still measurable improvement in
w in the T = 0.5909, ν = 0 case (Figure 5, dotted line)
compared to the T = 7, ν = 0 case (Figure 1, dotted line).
When comparing the case where T = 0.4545, ν = 3.6364
to the case where T = 0.5909, ν = 0 as seen in Figure 5,
we see the most dramatic difference. Where the use of
additional target cells yielded only a modest increase in
the growth of w when T = 0, using optimal values for T

and ν we see a better-than 50% improvement in the growth
of w after one year.

Although the values of x are transiently better (as seen in
Figure 6) in the case where T = 0.5909, ν = 0, the faster
growth of w in the case where T = 0.4545, ν = 3.6364
causes this situation to reverse around 150 days after the
beginning of treatment. In both cases, allowing shorter
treatment interruptions has yielded much better response
in the x compartment, allowing us to achieve immune-
mediated control with less transient damage to the healthy,
HIV-specific helper-T population. It is worth noting that the
optimization of T and ν was focused entirely on w, and that
an optimization which contained a trade-off between x and
w could yield values for T and ν which would allow us
to see a clearer improvement in the x response due to the
addition of non HIV-specific target cells.

As expected, the control strategies returned by the
scheduling algorithms in the cases allowing shorter treat-
ment interruptions were quite complex, involving many
short interruptions in the use of anti-retrovirals (u1). What
was surprising was that the use of additional targets was
quite simple; in the case where T = 0.4545, ν = 3.6364,
the MPC scheduling algorithm set u2 = 1 for the duration,
apart from one approximately one day interval near the
beginning of treatment. Omitting this brief interruption
resulted in no discernible change in the output, suggesting
that modulation of the concentration of additional target
cells may not be necessary to realize their benefits in
inducing immune control.

V. DISCUSSION

As modeled in this paper, the addition of non HIV-
specific activated helper-T cells as targets for HIV infection
can, under certain circumstances, dramatically increase the
performance of an algorithm designed to induce effective,
immune-mediated control of HIV through a pattern of in-
terruptions in anti-retroviral therapy. From any static under-
standing of the immune response, this result is nonintuitive.
However, an explanation of this behavior can be made by
closely analyzing the dynamics of the immune system. The
immune response to HIV is dependent on the development
of a large population of HIV-specific CTL precursors (w).
The growth of this compartment is controlled by a term,
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Fig. 5. Optimal treatment length CTL comparison Parameters are
as in Figure 1 except T and ν. The solid-line plot represents w when
T = 0.4545, ν = 3.6364, the dotted-line plot when T = 0.5909, ν = 0.
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Fig. 6. Optimal treatment length helper-T comparison Parameters
are as in Figure 1 except T and ν. The solid-line plot represents x when
T = 0.4545, ν = 3.6364, the dotted-line plot when T = 0.5909, ν = 0.

c2xyw, that depends on the ratio of healthy HIV-specific
helper-T cells and HIV-infected helper-T cells. In order to
increase the growth of this compartment, we must increase
either x or y. Adding additional target cells by activating
non-HIV specific helper-T cells allowed us to increase y

without decreasing x. Of course, increasing y also increases
the rate βxy at which healthy HIV-specific helper-T cells
are infected, but by timing our interruptions and the ac-
tivation of additional targets correctly, we realized better

overall performance. This performance is maximized with
treatment intervals of approximately one-half day, and ad-
ditional target cells added at a concentration approximately
35% of the steady-state level of HIV-specific helper-T cells.
In a simulated comparison of “best-case” quasi-optimal
parameter sets, the addition of target cells resulted in an
increase of better than 50% in the concentration of HIV-
specific CTL-precursor cells after an MPC-based treatment
algorithm was applied for 1 year. Realizing these benefits
did not require complicated modulation of the concentration
of additional targets: simply adding the additional targets for
the duration of the treatment was sufficient.

This result is interesting, but there are a number of
reasons why it would be difficult to implement as a viable
treatment option. We don’t know how to manipulate the
number of non HIV-specific helper-T cells with any degree
of accuracy. We didn’t need to modulate the level during the
course of treatment, and we saw improvement for relatively
high levels of additional targets. These two facts suggest that
the abnormally high levels of non HIV-specific helper-T cell
activation associated with HIV infection may not be a prob-
lem for the use of treatment interruptions to induce effective
immune control. However, any schedules which depend on
modulating the level of non HIV-specific target cells are
currently infeasible. Also, the short treatment interruptions
for which we saw the most benefit from additional target
cells violate certain assumptions used in the model: it is
known that there is a short delay between the infection of a
cell with HIV and the beginning of virus production, and the
clearance of anti-retroviral drugs is not instantaneous upon
ceasing treatment. For interruption lengths of one week or
greater, it is a reasonable assumption that the aggregate
effect of these relatively fast phenomena is negligible, but
for interruption lengths of less than a day, this assumption
is almost certainly not valid. These phenomena would have
to be included in the model to make valid deductions about
such short treatment interruptions. Finally, the model we
use assumes that any abnormal helper-T cell death is due
either to direct viral cytotoxicity or to CTL-mediated killing
of infected cells. The authors of [5] and [4] suggest that
the depletion of the T-cell population may be due directly
to the abnormally high levels of activation, through either
accelerated senescence or abnormal apoptosis. If this is the
case, it is not addressed in our model and any risks or
benefits would have to be evaluated through other means.

It is unlikely that intentionally manipulating the level of
nonspecific target cells will be a useful treatment option
in the near future. The consequences of T-cell activation
are complex enough that exploiting their potential benefits
would require further work, both in modeling and exper-
iment. But the possibility of using an increase in non-
HIV specific target cells to benefit a patient is one that
is highly counterintuitive. This suggests the potential for
equally counterintuitive (but more useful) treatment options
to be found through the mathematical modeling of HIV
infection.
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