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Abstract— Thermodynamics is a physical branch of science
that governs the thermal behavior of dynamical systems
as simple as refrigerators to as complex as our expanding
universe. The development of thermodynamics spawned out
of steam tables and venous bleeding with many scientists
and engineers expressing concerns about the completeness
and clarity of its mathematical exposition over its tortuous
history. In this paper we develop a system-theoretic founda-
tion for thermodynamics using a large-scale dynamical sys-
tems perspective. Specifically, using compartmental dynamical
system energy flow models, we place the universal energy
conservation, energy equipartition, temperature equipartition,
and entropy nonconservation laws of thermodynamics on
a system-theoretic foundation. Furthermore, we introduce
a new and dual notion to entropy; namely, ectropy, as a
measure of the tendency of a dynamical system to do useful
work and show that conservation of energy in an isolated
thermodynamic system necessarily leads to nonconservation
of ectropy and entropy. In addition, using the system ectropy
as a Lyapunov function candidate we show that our large-scale
thermodynamic energy flow model has convergent trajectories
to Lyapunov stable equilibria determined by the large-scale
system initial subsystem energies.

I. I NTRODUCTION

Energy is a concept that underlies our understanding of
all physical phenomena and is a measure of the ability of a
dynamical system to produce changes (motion) in its own
system state as well as changes in the system states of
its surroundings. Thermodynamics is a physical branch of
science that deals with laws governing energy flow from one
body to another and energy transformations from one form
to another. These energy flow laws are captured by the fun-
damental principles known as the first and second laws of
thermodynamics. The first law of thermodynamics gives a
precise formulation of the equivalence of heat and work and
states that among all system transformations, the net system
energy is conserved. Hence, energy cannot be created out of
nothing and cannot be destroyed, merely transferred from
one form to another. The law of conservation of energy
is not a mathematical truth, but rather the consequence
of an immeasurable culmination of observations over the
chronicle of our civilization and is a fundamentalaxiomof
the science of heat. The first law does not tell us whether
any particular process can actually occur; that is, it does
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not restrict the ability to convert work into heat or heat
into work, except that energy must be conserved in the
process. The second law of thermodynamics asserts that
while the system energy is always conserved, it will be
degraded to a point where it cannot produce any useful
work. Hence, it is impossible to extract work from heat
without at the same time discarding some heat giving rise
to a monotonically increasing quantity known asentropy.
While energy describes the state of a dynamical system,
entropy refers to changes in thestatus quoof the system and
is a measure of molecular disorder and the amount of wasted
energy in a dynamical (energy) transformation from one
state (form) to another. Since the system entropy monotoni-
cally increases, the entropy of the dynamical system tends to
a maximum and thus time, as determined by system entropy
increase [1–3], flows on in one direction only. Even though
entropy is a physical property of matter which is not directly
observable, it permeates the whole of nature, regulating
the arrow of time and responsible for the enfeeblement
and eventual demise of the universe. While the laws of
thermodynamics form the foundation to basic engineering
systems as well as nuclear explosions, cosmology, and our
expanding universe, many engineers and scientists have
expressed concerns about the completeness and clarity of
the different expositions of thermodynamics over its long
and flexuous history, see [4–12].

Since the specific motion of every molecule of a ther-
modynamic system is impossible to predict, amacroscopic
model of the system is typically used with appropriate
macroscopic states which include pressure, volume, temper-
ature, internal energy, and entropy, among others. However,
a thermodynamically consistent energy flow model should
ensure that the system energy can be modelled by a dif-
fusion (conservation) equation in the form of aparabolic
partial differential equation. These systems are infinite-
dimensional and hence finite-dimensional approximations
are of very high order giving rise to large-scale dynamical
systems. Since energy is a fundamental concept in the
analysis of large-scale dynamical systems and heat (energy)
is a fundamental concept of thermodynamics involving
the capacity of hot bodies (more energetic subsystems) to
produce work, thermodynamics is a theory of large-scale
dynamical systems. High dimensional dynamical systems
can arise from both macroscopic andmicroscopicpoints
of view. Microscopic thermodynamic models can have the
form of a distributed parameter model or a large-scale sys-
tem model comprised of a large number of interconnected
subsystems. In contrast to macroscopic models involving



the evolution of global quantities (e.g., energy, tempera-
ture, entropy, etc.), microscopic models are based upon
the modeling of local quantities that describe the atoms
and molecules that make up the system, and their speeds,
energies, masses, angular momenta, behavior during colli-
sions, etc. The mathematical formulations based on these
quantities form the basis ofstatistical mechanics. Since
microscopic details are obscured on the macroscopic level,
it is appropriate to view a microscopic model as an inherent
model of uncertainty. However, for a thermodynamic system
the macroscopic and microscopic quantities are related since
they are simply different ways of describing the same
phenomena. Thus, if the global macroscopic quantities can
be expressed in terms of the local microscopic quantities,
the laws of thermodynamics could be described in the
language of statistical mechanics. This interweaving of
the microscopic and macroscopic points of view lead to
diffusion being a natural consequence of dimensionality
and, hence, uncertainty on the microscopic level despite the
fact that there is no uncertainty about the diffusion process
per se.

In the last half of the 20th century thermodynamics
was re-formulated as a global nonlinear field theory with
the ultimate objective to determine the independent field
variables of this theory [13–15]. This aspect of thermody-
namics, which became known asrational thermodynamics,
was predicated on an entirely new axiomatic approach. As a
result of this approach, modern continuum thermodynamics
was developed using theories from elastic materials, viscous
materials, and materials with memory [16–19]. Connections
between thermodynamics and system theory as well as in-
formation theory were also explored [20–27]. For an excel-
lent exposition of these different facets of thermodynamics
see [28]. Thermodynamic principles have also been repeat-
edly used in coupled mechanical systems to arrive at energy
flow models with modal energy playing the role of tem-
perature. Specifically, in an attempt to approximate high-
dimensional dynamics of large-scale structural (oscillatory)
systems with a low-dimensional diffusive (non-oscillatory)
dynamical model, structural dynamicists have developed
thermodynamic energy flow models using stochastic energy
flow techniques. In particular, statistical energy analysis
(SEA) predicated on averaging system states over the statis-
tics of the uncertain system parameters has been extensively
developed for mechanical and acoustic vibration problems
[29–34]. Thermodynamic models are derived from large-
scale dynamical systems of discrete subsystems involving
stored energy flow among subsystems based on the as-
sumption of weak subsystem coupling or identical subsys-
tems. However, the ability of SEA to predict the dynamic
behavior of a complex large-scale dynamical system in
terms of pairwise subsystem interactions is severely limited
by the coupling strength of the remaining subsystems on
the subsystem pair. Hence, it is not surprising that SEA
energy flow predictions for large-scale systems with strong
coupling can be erroneous. Alternatively, a deterministic
thermodynamically motivated energy flow modeling for
structural systems is addressed in [35], [36]. This approach
exploits energy flow models in terms of thermodynamic
energy (i.e., ability to dissipate heat) as opposed to stored
energy and is not limited to weak subsystem coupling.
Finally, a stochastic energy flow compartmental model (i.e.,
a model characterized by conservation laws) predicated on
averaging system states over the statistics of stochastic
system exogenous disturbances is developed in [23]. The
basic result demonstrates how linear compartmental models

arise from second-moment analysis of state space systems
under the assumption of weak coupling. Even though these
results can be potentially applicable to linear large-scale
dynamical systems with weak coupling, such connections
are not explored in [23]. With the notable exception of [34],
none of the aforementioned SEA-related works address the
second law of thermodynamics involving entropy notions
in the energy flow between subsystems.

The goal of the present paper is directed toward placing
thermodynamics on a system-theoretic foundation. Specif-
ically, since thermodynamic models are concerned with
energy flow among subsystems, we develop a nonlinear
compartmental dynamical system model that is character-
ized by energy conservation laws capturing the exchange
of energy between coupled macroscopic subsystems. Fur-
thermore, using graph theoretic notions we state two ther-
modynamic axioms consistent with the zeroth and second
laws of thermodynamics that ensure that our large-scale
dynamical system model gives rise to a thermodynamically
consistent energy flow model. Specifically, using a large-
scale dynamical systems theory perspective for thermody-
namics, we show that our compartmental dynamical system
model leads to a precise formulation of the equivalence
between work energy and heat in a large-scale dynamical
system. Next, we give a deterministic definition of entropy
for a large-scale dynamical system that is consistent with the
classical thermodynamic definition of entropy and show that
it satisfies a Clausius-type inequality leading to the law of
entropy nonconservation. Furthermore, we introduce anew
and dual notion to entropy; namely,ectropy, as a measure of
the tendency of a large-scale dynamical system to do useful
work and show that conservation of energy in an isolated
thermodynamically consistent system necessarily leads to
nonconservation of ectropy and entropy. Then, using the
system ectropy as a Lyapunov function candidate we show
that our thermodynamically consistent large-scale nonlinear
dynamical system model possesses a continuum of equilib-
ria and issemistable; that is, it has convergent subsystem
energies to Lyapunov stable energy equilibria determined by
the large-scale system initial subsystem energies. In addi-
tion, we show that the steady-state distribution of the large-
scale system energies is uniform leading to system energy
equipartitioning corresponding to a minimum ectropy and a
maximum entropy equilibrium state. In the case where the
subsystem energies are proportional to subsystem tempera-
tures, we show that our dynamical system model leads to
temperature equipartition wherein all the system energy is
transferred into heat at a uniform temperature. Furthermore,
we show that our system-theoretic definition of entropy and
the newly proposed notion of ectropy are consistent with
Boltzmann’s kinetic theory of gases involving ann-body
theory of ideal gases divided by diathermal walls.

The contents of the paper are as follows. In Section II
we establish notation, definitions, and review some basic
results on nonnegative and compartmental dynamical sys-
tems. In Section III we use a large-scale dynamical sys-
tems perspective to provide a system-theoretic foundation
for thermodynamics. Specifically, we develop a nonlinear
compartmental dynamical model characterized by energy
conservation laws that is consistent with the basic thermo-
dynamic principles. Then we turn our attention to stability
and convergence. In particular, using the total subsystem
energies as a candidate system energy storage function,
we show that our thermodynamic system is lossless and
hence can deliver to its surroundings all of its stored
subsystem energies and can store all of the work done to



all of its subsystems. Next, using the system ectropy as a
Lyapunov function candidate we show that the proposed
thermodynamic model is semistable with a uniform energy
distribution corresponding to a minimum ectropy and a
maximum entropy. In Section IV we generalize the results
of Section III to the case where the subsystem energies in
large-scale dynamical system model are proportional to sub-
system temperatures and arrive at temperature equipartition
for the proposed thermodynamic model. Furthermore, we
provide a kinetic theory interpretation of the steady-state
expressions for entropy and ectropy. In Section V, we spe-
cialize the results of Section III to thermodynamic systems
with linear energy exchange. In Section VI we extend the
results of Section III to continuous thermodynamic systems
wherein the subsystems are uniformly distributed over ann
dimensional (not necessarily Euclidian) space. Specifically,
we develop a nonlinear distributed parameter model wherein
the system energy is modeled by a diffusion (conservation)
equation in the form of a parabolic partial differential
equation. Energy equipartition and semistability are shown
using the well-known Sobolev embedding theorems and the
notion of generalized (or weak) solutions. Finally, we draw
conclusions in Section VII.

II. M ATHEMATICAL PRELIMINARIES

In this section we introduce notation, several definitions,
and some key results needed for developing the main
results of this paper. LetR denote the set of real numbers,
Rn denote the set ofn × 1 column vectors,(·)T denote
transpose,(·)# denote group generalized inverse, and let
In or I denote then × n identity matrix. Forv ∈ Rq

we write v ≥≥ 0 (respectively,v >> 0) to indicate that
every component ofv is nonnegative (respectively, positive).
In this case we say thatv is nonnegativeor positive,
respectively. LetRq

+ andRq
+ denote the nonnegative and

positive orthants ofRq; that is, if v ∈ Rq, then v ∈ Rq

+
and v ∈ Rq

+ are equivalent, respectively, tov ≥≥ 0 and
v >> 0. Furthermore, let∂S andS denote the boundary
and the closure of the setS, respectively. Finally, we write
‖ · ‖ for the Euclidean vector norm,‖ · ‖B for the operator
norm of an element in a Banach spaceB, R(M) for the
range space of a matrixM , V ′(x) for the Fŕechet derivative
of V at x, Bε(α), α ∈ Rn, ε > 0, for the open ball
centered atα with radiusε, M ≥ 0 (respectively,M > 0) to
denote the fact that the Hermitian matrixM is nonnegative
(respectively, positive) definite, andx(t) →M as t → ∞
to denote thatx(t) approaches the setM; that is, for each
ε > 0 there existsT > 0 such that dist(x(t),M) < ε
for all t > T , where dist(p,M) , infx∈M ‖p − x‖B.
The following definition introduces the notion ofZ-, M -
, essentially nonnegative, compartmental, and nonnegative
matrices.

Definition 2.1 ( [23], [24], [37]): Let W ∈ Rq×q. W is
a Z-matrix if W(i,j) ≤ 0, i, j = 1, . . . , q, i 6= j. W is an
M -matrix (respectively, anonsingularM -matrix) if W is a
Z-matrix and all the principal minors ofW are nonnegative
(respectively, positive).W is essentially nonnegativeif −W
is a Z-matrix; that is,W(i,j) ≥ 0, i, j = 1, . . . , q, i 6= j.
W is compartmentalif W is essentially nonnegative and∑q

i=1 W(i,j) ≤ 0, j = 1, ..., q. Finally, W is nonnegative1

1In this paper it is important to distinguish between a square nonnegative
(respectively, positive) matrix and a nonnegative-definite (respectively,
positive-definite) matrix.

(respectively,positive) if W(i,j) ≥ 0 (respectively,W(i,j) >
0), i, j = 1, . . . , q.

The following definition introduces the notion of essen-
tially nonnegative functions [24], [38].

Definition 2.2: Let w = [w1, · · · , wq]T : V → Rq, where
V is an open subset ofRq that containsRq

+. Then w is
essentially nonnegativeif wi(z) ≥ 0 for all i = 1, . . . , q
and z ∈ Rq

+ such thatzi = 0, wherezi denotes theith
component ofz.

Note that if w(z) = Wz, whereW ∈ Rq×q, thenw(·)
is essentially nonnegative if and only ifW is an essentially
nonnegative matrix.

Proposition 2.1 ( [24], [38]): SupposeRq

+ ⊂ V. Then
Rq

+ is an invariant set with respect to

ż(t) = w(z(t)), z(t0) = z0, t ≥ t0, (1)

wherez0 ∈ Rq

+, if and only if w : V → Rq is essentially
nonnegative.

The following corollary to Proposition 2.1 is immediate.

Corollary 2.1: Let W ∈ Rq×q. Then W is essentially
nonnegative if and only ifeWt is nonnegative for allt ≥ 0.

The following definition introduces several types of sta-
bility for the nonnegativedynamical system (1).

Definition 2.3: The equilibrium solutionz(t) ≡ ze of
(1) is Lyapunov stableif, for every ε > 0, there exists
δ = δ(ε) > 0 such that ifz0 ∈ Bδ(ze) ∩ Rq

+, thenz(t) ∈
Bε(ze) ∩ Rq

+, t ≥ t0. The equilibrium solutionz(t) ≡ ze
of (1) is semistableif it is Lyapunov stable and there exists
δ > 0 such that ifz0 ∈ Bδ(ze) ∩ Rq

+, then limt→∞ z(t)
exists and converges to a Lyapunov stable equilibrium point.
The equilibrium solutionz(t) ≡ ze of (1) is asymptotically
stable if it is Lyapunov stable and there existsδ > 0
such that ifz0 ∈ Bδ(ze) ∩ Rq

+, then limt→∞ z(t) = ze.
Finally, the equilibrium solutionz(t) ≡ ze of (1) is globally
asymptotically stableif the previous statement holds for all
z0 ∈ Rq

+.

Finally, recall that a matrixW ∈ Rq×q is semistable
if and only if limt→∞ eWt exists [23], [24] whileW is
asymptotically stableif and only if limt→∞ eWt = 0.

III. A S YSTEM-THEORETICFOUNDATION FOR

THERMODYNAMICS

The fundamental and unifying concept in the analysis
of complex (large-scale) dynamical systems is the concept
of energy. The energy of a state of a dynamical system
is the measure of its ability to produce changes (motion)
in its own system state as well as changes in the system
states of its surroundings. These changes occur as a direct
consequence of the energy flow between different subsys-
tems within the dynamical system. Since heat (energy) is a
fundamental concept of thermodynamics involving the ca-
pacity of hot bodies (more energetic subsystems) to produce
work, thermodynamics is a theory of large-scale dynamical
systems. As in thermodynamic systems, dynamical systems
can exhibit energy that becomes unavailable to do useful
work. This in turn contributes to an increase in system
entropy; a measure of the tendency of a system to lose the
ability to do useful work. In this section we use a large-scale
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Fig. 1. Large-scale dynamical systemG

dynamical systems perspective to provide a system-theoretic
foundation for thermodynamics.

To develop a system-theoretic foundation for thermody-
namics, consider the large-scale dynamical systemG shown
in Figure 1 involving energy exchange betweenq intercon-
nected subsystems. Letvsi : R+ → R+ denote the energy
(and hence a nonnegative quantity) of theith subsystem,
let si : R+ → R denote the external power (heat flux)
supplied to (or extracted from) theith subsystem, letσij :
Rq

+ → R+, i 6= j, i, j = 1, ..., q, denote the instantaneous
rate of energy (heat) flow from thejth subsystem to theith
subsystem, and letσii : Rq

+ → Rq

+, i = 1, ..., q, denote the
instantaneous rate of energy (heat) dissipation from theith
subsystem to the environment. Hence, anenergy balance
equation for theith subsystem yields

vsi(T ) = vsi(t0)

+
q∑

j=1, j 6=i

∫ T

t0

[σij(Vs(t))− σji(Vs(t))]dt

−
∫ T

t0

σii(Vs(t))dt +
∫ T

t0

si(t)dt, T ≥ t0, (2)

or, equivalently, in vector form,

Vs(T ) = Vs(t0) +
∫ T

t0

w(Vs(t))dt−
∫ T

t0

d(Vs(t))dt

+
∫ T

t0

S(t)dt, T ≥ t0, (3)

where Vs(t) , [vs1(t), ..., vsq(t)]T, d(Vs(t)) ,
[σ11(Vs(t)), ..., σqq(Vs(t))]T, S(t) , [s1(t), ..., sq(t)]T,
t ≥ t0, andw = [w1, ..., wq]T : Rq

+ → Rq is such that

wi(Vs) =
q∑

j=1, j 6=i

[σij(Vs)− σji(Vs)], Vs ∈ Rq

+. (4)

Note that (2) yields a conservation of energy equation and
implies that the energy stored in theith subsystem is equal
to the external energy supplied to (or extracted from) the
ith subsystem plus the energy gained by theith subsys-
tem from all other subsystems due to subsystem coupling
minus the energy dissipated from theith subsystem to the
environment. Equivalently, (2) can be rewritten as

v̇si(t) =
q∑

j=1, j 6=i

[σij(Vs(t))− σji(Vs(t))]− σii(Vs(t))

+si(t), vsi(t0) = vsi0, t ≥ t0, (5)

or, in vector form,

V̇s(t) = w(Vs(t))− d(Vs(t)) + S(t), Vs(t0) = Vs0,

t ≥ t0, (6)

where Vs0 , [vs10, ..., vsq0]T, yielding a power balance
equation that characterizes energy flow between subsystems
of the large-scale dynamical systemG. Equation (5) shows
that the rate of change of energy, or power, in theith
subsystem is equal to the power input (heat flux) to theith
subsystem plus the energy (heat) flow to theith subsystem
from all other subsystems minus the power dissipated from
the ith subsystem to the environment. Note that (3) or,
equivalently, (6) is a statement of thefirst law of ther-
modynamicsfor each of the subsystems withvsi(·), si(·),
σij(·), i 6= j, andσii(·), i, j = 1, ..., q, playing the role of
the ith subsystem internal energy, rate of heat supplied to
(or extracted from) theith subsystem, heat flow between
subsystems due to coupling, and the rate of energy (heat)
dissipated to the environment, respectively. To further elu-
cidate that (3) is essentially the statement of the principle of
the conservation of energy let the total energy in the large-
scale dynamical systemG be given byU , eTVs, Vs ∈ Rq

+,
where eT , [1, ..., 1], and let the energy received by
the large-scale dynamical systemG over the time interval
[t1, t2] be given byQ ,

∫ t2
t1

eT[S(t) − d(Vs(t))]dt, where
Vs(t), t ≥ t0, is the solution to (6). Then, premultiplying
(3) by eT and using the fact thateTw(Vs) ≡ 0, it follows
that

∆U = Q, (7)

where ∆U , U(t2) − U(t1) denotes the variation in
energy of the large-scale dynamical systemG over the
time interval [t1, t2]. This is a statement of the first law
of thermodynamics for the large-scale dynamical systemG
and gives a precise formulation of the equivalence between
variation in system internal energy and heat. It is important
to note that our large-scale dynamical system model does
not consider work done by the system on the environment
nor work done by the environment on the system. Hence,
Q can be interpreted physically as the amount of energy
that is received by the system in forms other than work.
The extension of addressing work performed by and on the
system can be easily handeled by including an additional
state equation, coupled to the power balance equation (6),
involving volume states for each subsystem with exogenous
pressure variables. Since this slight extension does not alter
any of the results of the paper, it is not considered here for
simplicity of exposition.

If the total energy of the large-scale dynamical system
G at the initial and the final states is fixed, then it follows
from (7) that the variation (δ) of the energy supplied to the
large-scale dynamical systemG is zero; that is,δQ = 0.



This implies that during a transformation between two fixed
end points the large-scale dynamical systemG receives a
fixed amount of energy. In other words, for any two paths
connecting the initial and final states of the dynamical
systemG the amount of energy supplied to the system is
the same.

If σij(Vs) = 0, Vs ∈ Rq

+, whenevervsj = 0, i, j =
1, ..., q, then w(Vs) − d(Vs), Vs ∈ Rq

+, is essentially non-
negative. The above constraint implies that if the energy of
the jth subsystem ofG is zero, then this subsystem cannot
supply any energy to its surroundings nor dissipate energy to
the environment. Moreover, for the remainder of the paper
we assume thatsi(t) ≥ 0 whenevervsi(t) = 0, t ≥ t0,
i = 1, ..., q, which implies that when the energy of theith
subsystem is zero, then no energy can be extracted from
this subsystem. The following proposition is needed for the
main results of this paper.

Proposition 3.1:Consider the large-scale dynamical sys-
tem G with power balance equation given by (6). Suppose
σij(Vs) = 0, Vs ∈ Rq

+, whenevervsj = 0, i, j = 1, ..., q,
and si(t) ≥ 0 whenevervsi(t) = 0, t ≥ t0, i = 1, ..., q.
Then the solutionVs(t), t ≥ t0, to (6) is nonnegative for
all nonnegative initial conditionsVs0 ∈ Rq

+.

Proof. First note thatw(Vs) − d(Vs), Vs ∈ Rq

+, is
essentially nonnegative. Next, sincesi(t) ≥ 0 whenever
vsi(t) = 0, t ≥ t0, i = 1, ..., q, it follows that v̇si(t) ≥ 0
for all t ≥ t0 and i = 1, ..., q whenevervsi(t) = 0 and
vsj(t) ≥ 0 for all j 6= i andt ≥ t0. This implies that for all
nonnegative initial conditionsVs0 ∈ Rq

+ the trajectory ofG
is directed towards the interior of the nonnegative orthant
Rq

+ whenevervsi(t) = 0, i = 1, ..., q, and hence remains
nonnegative for allt ≥ t0.

Next, premultiplying (3) byeT, using Proposition 3.1,
and using the fact thateTw(Vs) ≡ 0, it follows that

eTVs(T ) = eTVs(t0) +
∫ T

t0

eTS(t)dt

−
∫ T

t0

eTd(Vs(t))dt, T ≥ t0. (8)

Now, for the large-scale dynamical systemG define the
input u(t) , S(t) and the outputy(t) , d(Vs(t)). Hence, it
follows from (8) that the large-scale dynamical systemG is
lossless [27] with respect to thesupply rateeTu−eTy and
with the storage functionU(Vs) , eTVs, Vs ∈ Rq

+. This
implies that (see [27] for details)

0 ≤ Ua(Vs) = U(Vs) = Ur(Vs) < ∞, Vs ∈ Rq

+, (9)

where

Ua(Vs) , − inf
u(·), T≥t0

∫ T

t0

(eTu(t)− eTy(t))dt, (10)

Ur(Vs) , inf
u(·), T≥−t0

∫ t0

−T

(eTu(t)− eTy(t))dt. (11)

Since Ua(Vs) is the maximum amount of stored energy
which can be extracted from the large-scale dynamical
system G at any time T and Ur(Vs) is the minimum
amount of energy which can be delivered to the large-scale
dynamical systemG to transfer it from a state of minimum

potential Vs(−T ) = 0 to a given stateVs(t0) = Vs0, it
follows from (9) that the large-scale dynamical systemG
can deliver to its surroundings all of its stored subsystem
energies and can store all of the work done to all of its
subsystems. In the case whereS(t) ≡ 0 it follows from (8)
and the fact thatσii(Vs) ≥ 0, Vs ∈ Rq

+, i = 1, ..., q, that
the zero solutionVs(t) ≡ 0 of the large-scale dynamical
systemG with the power balance equation (6) is Lyapunov
stable with Lyapunov functionU(Vs) corresponding to the
total energy in the system.

The nonlinear power balance equation (6) can exhibit a
full range of nonlinear behavior including bifurcations, limit
cycles, and even chaos. However, a thermodynamically con-
sistent energy flow model should ensure that the evolution
of the system energy is diffusive (parabolic) in character
with convergent subsystem energies. Hence, to ensure a
thermodynamically consistent energy flow model we require
the following axioms. For the statement of these axioms we
first recall the following graph theoretic notions.

Definition 3.1 ( [37]): A directed graphG(C) associ-
ated with theconnectivity matrixC ∈ Rq×q has vertices
{1, 2, ..., q} and anarc from vertex i to vertex j, i 6= j,
if and only if C(j,i) 6= 0. A graph G(C) associated with
the connectivity matrixC ∈ Rq×q is a directed graph for
which the arc set is symmetric; that is,C = CT. We say
that G(C) is strongly connectedif for any ordered pair of
vertices(i, j), i 6= j, there exists apath (i.e., sequence of
arcs) leading fromi to j.

Recall thatC ∈ Rq×q is irreducible; that is, there does
not exist a permutation matrix such thatC is cogredient
to a lower block triangular matrix, if and only ifG(C)
is strongly connected (see Theorem 2.7 of [37]). Let
φij(Vs) , σij(Vs)−σji(Vs), Vs ∈ Rq

+, define the net energy
flow from the jth subsystemGj to the ith subsystemGi

of the large-scale dynamical systemG. Axiom i): For the
connectivity matrixC ∈ Rq×q associated with the large-
scale dynamical systemG defined by

C(i,j) =
{

0, if φij(Vs) ≡ 0,
1, otherwise, i 6= j, i, j = 1, ..., q, (12)

and

C(i,i) = −
q∑

k=1, k 6=i

C(k,i), i = j, i = 1, ..., q, (13)

rank C = q − 1 and for C(i,j) = 1, i 6= j, φij(Vs) = 0
if and only if vsi = vsj . Axiom ii): For i, j = 1, ..., q,
(vsi− vsj)φij(Vs) ≤ 0, Vs ∈ Rq

+. The fact thatφij(Vs) = 0
if and only if vsi = vsj , i 6= j, implies that subsystems
Gi and Gj of G are connected; alternatively,φij(Vs) ≡ 0
implies thatGi andGj aredisconnected. Axiom i) implies
that if the energies in the connected subsystemsGi andGj
are equal, then energy exchange between these subsystems
is not possible. This statement is consistent with thezeroth
law of thermodynamicswhich postulates that temperature
equality is a necessary and sufficient condition for thermal
equilibrium. Furthermore, it follows from the fact thatC =
CT and rankC = q − 1 that the connectivity matrixC is
irreducible which implies that for any pair of subsystems
Gi andGj , i 6= j, of G there exists a sequence of connectors
(arcs) of G that connectGi and Gj . Axiom ii) implies
that energy flows from more energetic subsystems to less
energetic subsystems and is consistent with thesecond law



of thermodynamicswhich states that heat (energy) must flow
in the direction of lower temperatures. Furthermore, note
that φij(Vs) = −φji(Vs), Vs ∈ Rq

+, i 6= j, i, j = 1, ..., q,
which implies conservation of energy between lossless
subsystems. WithS(t) ≡ 0, Axioms i) and ii) along with
the fact thatφij(Vs) = −φji(Vs), Vs ∈ Rq

+, i 6= j, i, j =
1, ..., q, imply that at a given instant of time energy can only
be transported, stored, or dissipated but not created and the
maximum amount of energy that can be transported and/or
dissipated from a subsystem cannot exceed the energy in
the subsystem.

Next, we establish that the classical Clausius inequality
for reversible and irreversible thermodynamics is satisfied
for our thermodynamically consistent energy flow model.
For the remainder of the paper we assume that the large-
scale dynamical systemG with the power balance equation
(6) is reachablefrom andcontrollable to the origin inRq

+.
Recall that the large-scale dynamical systemG with the
power balance equation (6) is reachable from the origin in
Rq

+ if, for all Vs0 = Vs(t0) ∈ Rq

+, there exists a finite
time ti ≤ t0 and a square integrable inputS(t) defined on
[ti, t0] such that the stateVs(t), t ≥ ti, can be driven from
Vs(ti) = 0 to Vs(t0) = Vs0. Alternatively,G is controllable
to the origin inRq

+ if, for all Vs0 = Vs(t0) ∈ Rq

+, there
exists a finite timetf ≥ t0 and a square integrable input
S(t) defined on[t0, tf ] such that the stateVs(t), t ≥ t0,
can be driven fromVs(t0) = Vs0 to Vs(tf) = 0. We let
Ur ⊆ Rq denote the set of all admissible power inputs (heat
flux) to the large-scale dynamical systemG such that for
any T ≥ −t0 the system energy state can be driven from
Vs(−T ) = 0 to Vs(t0) = Vs0 ∈ Rq

+ by S(·) ∈ Ur and we
let Uc ⊆ Rq denote the set of all admissible power inputs
(heat flux) to the large-scale dynamical systemG such that
for any T ≥ t0 the system energy state can be driven from
Vs(t0) = Vs0 ∈ Rq

+ to Vs(T ) = 0 by S(·) ∈ Uc. For the
next result

∮
denotes a cyclic integral evaluated along an

arbitrary closed path of (6) inRq

+, that is,
∮

,
∫ tf

t0
with

tf ≥ t0 and S(·) ∈ Rq such thatVs(tf) = Vs(t0) = Vs0 ∈
Rq

+.

Proposition 3.2:Consider the large-scale dynamical sys-
temG with the power balance equation (6) and assume that
Axiom ii) holds. Then for allVs0 ∈ Rq

+, tf ≥ t0, and
S(t), t ∈ [t0, tf ], such thatVs(tf) = Vs0,

∫ tf

t0

q∑

i=1

si(t)− σii(Vs(t))
c + vsi(t)

dt =
∮ q∑

i=1

dQi(t)
c + vsi(t)

≤ 0, (14)

wherec > 0, dQi(t) , [si(t) − σii(Vs(t))]dt, i = 1, ..., q,
is the amount of energy received by theith subsystem over
the infinitesimal time intervaldt, andVs(t), t ≥ t0, is the
solution to (6) with initial conditionVs(t0) = Vs0.

Proof. Since, by Proposition 3.1,Vs(t) ≥≥ 0, t ≥ t0,
andφij(Vs) = −φji(Vs), Vs ∈ Rq

+, i 6= j, i, j = 1, ..., q, it
follows from (6) and Axiomii) that

∮ q∑

i=1

dQi(t)
c + vsi(t)

=
∫ tf

t0

q∑

i=1

v̇si(t)−
∑q

j=1, j 6=i φij(Vs(t))
c + vsi(t)

dt

=
q∑

i=1

loge

(
c + vsi(tf)
c + vsi(t0)

)

−
∫ tf

t0

q∑

i=1

q∑

j=1, j 6=i

φij(Vs(t))
c + vsi(t)

dt

= −
∫ tf

t0

q∑

i=1

q∑

j=i+1

(
φij(Vs(t))
c + vsi(t)

− φij(Vs(t))
c + vsj(t)

)
dt

= −
∫ tf

t0

q∑

i=1

q∑

j=i+1

φij(Vs(t))[vsj(t)− vsi(t)]
(c + vsi(t))(c + vsj(t))

dt

≤ 0, (15)

which proves the result.

Inequality (14) is Clausius’ inequality for reversible and
irreversible thermodynamics as applied to large-scale dy-
namical systems. It follows from Axiomi) and (6) that
for the isolated large-scale dynamical systemG; that is,
S(t) ≡ 0 and d(Vs(t)) ≡ 0, the energy states given by
Vs e = αe, α ≥ 0, correspond to the equilibrium energy
states ofG. Thus, as in classical thermodynamics, we can
define areversible processas a process where the trajectory
of the large-scale dynamical systemG moves along the
set of equilibria of the isolated systemG. The power
input that can generate such a trajectory can be given by
S(t) = d(Vs(t)) + u(t), t ≥ t0, whereu(·) ∈ Rq is such
that ui(t) ≡ uj(t), i 6= j, i, j = 1, ..., q. Alternatively,
an irreversible processis a process that is not reversible.
Hence, it follows from Axiomi) that for a reversible process
φij(Vs(t)) ≡ 0, t ≥ t0, i 6= j, i, j = 1, ..., q, and thus, by
Proposition 3.2, inequality (14) is satisfied as an equality.
Alternatively, for an irreversible process it follows from
Axioms i) andii) that (14) is satisfied as a strict inequality.

Next, we give a deterministic definition of entropy for
the large-scale dynamical systemG that is consistent with
the classical thermodynamic definition of entropy.

Definition 3.2: For the large-scale dynamical systemG
with the power balance equation (6), a functionS : Rq

+ →
R satisfying

S(Vs(t2)) ≥ S(Vs(t1))

+
∫ t2

t1

q∑

i=1

si(t)− σii(Vs(t))
c + vsi(t)

dt, (16)

for any t2 ≥ t1 ≥ t0 and S(t), t ∈ [t1, t2], is called the
entropyof G.

Next, we show that (14) guarantees the existence of an
entropy function forG. For this result define

Sa(Vs0)

, − sup
S(·)∈Uc, T≥t0

∫ T

t0

q∑

i=1

si(t)− σii(Vs(t))
c + vsi(t)

dt, (17)

whereVs(t0) = Vs0 ∈ Rq

+ andVs(T ) = 0, and define

Sr(Vs0)

, sup
S(·)∈Ur, T≥−t0

∫ t0

−T

q∑

i=1

si(t)− σii(Vs(t))
c + vsi(t)

dt, (18)

whereVs(−T ) = 0 andVs(t0) = Vs0 ∈ Rq

+.



Theorem 3.1:Consider the large-scale dynamical system
G with the power balance equation (6) and assume that
Axiom ii) holds. Then there exists an entropy function for
G. Moreover,Sa(Vs), Vs ∈ Rq

+, andSr(Vs), Vs ∈ Rq

+, are
possible entropy functions forG with Sa(0) = Sr(0) = 0.
Finally, all entropy functionsS(Vs), Vs ∈ Rq

+, for G satisfy

Sr(Vs) ≤ S(Vs)− S(0) ≤ Sa(Vs), Vs ∈ Rq

+. (19)

Proof. SinceG is controllable to and reachable from the
origin in Rq

+ it follows from (17) and (18) thatSa(Vs0) <

∞, Vs0 ∈ Rq

+, andSr(Vs0) > −∞, Vs0 ∈ Rq

+, respectively.
Next, let Vs0 ∈ Rq

+ and let S(t), t ∈ [ti, tf ], where ti ≤
t0 ≤ tf , be such thatVs(ti) = Vs(tf) = 0 andVs(t0) = Vs0.
In this case, it follows from (14) that

∫ tf

ti

q∑

i=1

si(t)− σii(Vs(t))
c + vsi(t)

dt ≤ 0, (20)

or, equivalently,
∫ t0

ti

q∑

i=1

si(t)− σii(Vs(t))
c + vsi(t)

dt

≤ −
∫ tf

t0

q∑

i=1

si(t)− σii(Vs(t))
c + vsi(t)

dt. (21)

Now, taking the supremum on both sides of (21) over all
S(·) ∈ Ur and ti ≤ t0 yields

Sr(Vs0) = sup
S(·)∈Ur, ti≤t0

∫ t0

ti

q∑

i=1

si(t)− σii(Vs(t))
c + vsi(t)

dt

≤ −
∫ tf

t0

q∑

i=1

si(t)− σii(Vs(t))
c + vsi(t)

dt. (22)

Next, taking the infimum on both sides of (22) over all
S(·) ∈ Uc and tf ≥ t0 we obtainSr(Vs0) ≤ Sa(Vs0), Vs0 ∈
Rq

+, which implies that−∞ < Sr(Vs0) ≤ Sa(Vs0) <

∞, Vs0 ∈ Rq

+. Hence, the functionsSa(·) and Sr(·) are
well defined. Next, it follows from the definition ofSa(·)
that, for anyT ≥ t1 andS(·) ∈ Uc such thatVs(t1) ∈ Rq

+
andVs(T ) = 0,

−Sa(Vs(t1)) ≥
∫ t2

t1

q∑

i=1

si(t)− σii(Vs(t))
c + vsi(t)

dt

+
∫ T

t2

q∑

i=1

si(t)− σii(Vs(t))
c + vsi(t)

dt, t1 ≤ t2 ≤ T, (23)

and hence

−Sa(Vs(t1)) ≥
∫ t2

t1

q∑

i=1

si(t)− σii(Vs(t))
c + vsi(t)

dt

+ sup
S(·)∈Uc, T≥t2

∫ T

t2

q∑

i=1

si(t)− σii(Vs(t))
c + vsi(t)

dt

=
∫ t2

t1

q∑

i=1

si(t)− σii(Vs(t))
c + vsi(t)

dt− Sa(Vs(t2)), (24)

which implies thatSa(Vs), Vs ∈ Rq

+, satisfies (16). Thus,
Sa(Vs), Vs ∈ Rq

+, is a possible entropy function forG.

Note that withVs(t0) = Vs(T ) = 0 it follows from (14)
that supremum in (17) is taken over the set of nonpositive
values with one of the values being zero forS(t) ≡ 0. Thus,
Sa(0) = 0. Similarly, it can be shown thatSr(Vs), Vs ∈ Rq

+,
given by (18) satisfies (16) and hence is a possible entropy
function for the systemG with Sr(0) = 0.

Next, suppose there exists an entropy functionS : Rq

+ →
R for G and letVs(t2) = 0 in (16). Then it follows from
(16) that

S(Vs(t1))− S(0) ≤ −
∫ t2

t1

q∑

i=1

si(t)− σii(Vs(t))
c + vsi(t)

dt, (25)

for all t2 ≥ t1 andS(·) ∈ Uc which implies that

S(Vs(t1)) − S(0)

≤ inf
S(·)∈Uc, t2≥t1

[
−

∫ t2

t1

q∑

i=1

si(t)− σii(Vs(t))
c + vsi(t)

dt

]

= − sup
S(·)∈Uc, t2≥t1

∫ t2

t1

q∑

i=1

si(t)− σii(Vs(t))
c + vsi(t)

dt

= Sa(Vs(t1)). (26)

Since Vs(t1) is arbitrary, it follows thatS(Vs) − S(0) ≤
Sa(Vs), Vs ∈ Rq

+. Alternatively, let Vs(t1) = 0 in (16).
Then it follows from (16) that

S(Vs(t2))− S(0) ≥
∫ t2

t1

q∑

i=1

si(t)− σii(Vs(t))
c + vsi(t)

dt, (27)

for all t1 ≤ t2 andS(·) ∈ Ur. Hence,

S(Vs(t2)) − S(0)

≥ sup
S(·)∈Ur, t1≤t2

∫ t2

t1

q∑

i=1

si(t)− σii(Vs(t))
c + vsi(t)

dt

= Sr(Vs(t2)), (28)

which, sinceVs(t2) is arbitrary, implies thatSr(Vs) ≤
S(Vs) − S(0), Vs ∈ Rq

+. Thus, all entropy functions for
G satisfy (19).

Remark 3.1:It is important to note that inequality (14)
is equivalent to the existence of an entropy function for
G. Sufficiency is simply a statement of Theorem 3.1 while
necessity follows from (16) withVs(t2) = Vs(t1). For
irreversible thermodynamics with power balance equation
(6), Definition 3.2 does not provide enough information to
define the entropy uniquely. This difficulty has long been
pointed out in [39]. For reversible thermodynamics this
ambiguity is not an issue as (14) holds as an equality for
a reversible process sinceφij(Vs(t)) ≡ 0, i 6= j, i, j =
1, ..., q, and in this case it can be shown thatSa(Vs) =
Sr(Vs) = S(Vs) − S(0) = eTloge(ce + Vs) − q loge c,
where Vs = Vs e and loge(ce + Vs) denotes the vector
natural logarithm given by[loge(c+vs1), ..., loge(c+vsq)]T.
This definition of entropy leads to the second law of
thermodynamics being viewed as an axiom in the context
of (anti)cyclo-dissipative dynamical systems [27], [40]. A
similar remark holds for the definition of ectropy introduced
below.

The next result shows that all entropy functions forG are
continuous onRq

+. First, however, the following lemma is
required.



Lemma 3.1:Consider the large-scale dynamical system
G with power balance equation (6). Then for every equi-
librium state Ee ∈ Rq

+ and everyε > 0 and T > 0,
there existsSe ∈ Rq, α > 0, and T̂ ∈ [0, T ] such that
for every Ê ∈ Rq

+ with ‖Ê − Ee‖ ≤ αT , there exists
S : [0, T̂ ] → Rq such that‖S(t)− Se‖ ≤ ε, t ∈ [0, T̂ ], and

E(t) = Ee + (Ê−Ee)

T̂
t, t ∈ [0, T̂ ].

Proof. Note that withSe = d(Ee) − w(Ee), the state
Ee ∈ Rq

+ is an equilibrium state of (6). Letθ > 0 and
T > 0 and define

M(θ, T ) , max
E∈B1(0),t∈[0,T ]

‖w(Ee + θtE)− d(Ee + θtE)

+Se‖. (29)

Note that for everyT > 0, limθ→0+ M(θ, T ) = 0 and for
every θ > 0, limT→0+ M(θ, T ) = 0. Next, let ε > 0 and
T > 0 be given and letα > 0 be such thatM(α, T )+α ≤ ε.
(Note thatα ≤ ε; the existence of such anα is guaranteed
sinceM(α, T ) → 0 asα → 0+.) Now, let Ê ∈ Rq

+ be such

that ‖Ê − Ee‖ ≤ αT . With T̂ , ‖Ê−Ee‖
α ≤ T and

S(t) = −w(E(t)) + d(E(t)) + α
(Ê −Ee)
‖Ê −Ee‖

, t ∈ [0, T̂ ],

it follows that

E(t) = Ee +
(Ê − Ee)
‖Ê − Ee‖

αt, t ∈ [0, T̂ ], (30)

is a solution to (6). The result is now immediate by noting
that E(T̂ ) = Ê and

‖S(t)− Se‖ ≤ ‖w
(
Ee + (Ê−Ee)

‖Ê−Ee‖αt
)

−d
(
Ee + (Ê−Ee)

‖Ê−Ee‖αt
)

+ Se‖+ α

≤ M(α, T ) + α ≤ ε, t ∈ [0, T̂ ]. (31)

Theorem 3.2:Consider the large-scale dynamical system
G with the power balance equation (6) and letS : Rq

+ → R
be an entropy function ofG. ThenS(·) is continuous on
Rq

+.

Proof. Let Ee ∈ Rq

+ and Se ∈ Rq be such thatsei =
σii(Ee) −

∑q
j=1,j 6=i φij(Ee), i = 1, . . . , q. Note that with

S(t) ≡ Se, Ee is an equilibrium point of the power balance
equation (6). Next, it follows from Lemma 3.1 thatG is
locally controllable; that is, for everyT > 0 and ε > 0
the set of points which can be reached from and toEe in
time T using admissible inputsS : [0, T ] → Rq, satisfying
‖S(t)− Se‖ < ε, contains a neighborhood ofEe. Next, let
δ > 0 and note that it follows from the continuity ofw(·)
andd(·) that there existT > 0 andε > 0 such that for every
S : [0, T ) → Rq and ‖S(t) − Se‖ < ε, ‖E(t) − Ee‖ < δ,
t ∈ [0, T ), whereE(t), t ∈ [0, T ), denotes the solution to
(6) with the initial conditionEe. Furthermore, it follows
from the local controllability ofG that for everyT̂ ∈ (0, T ]
there exists a strictly increasing, continuous functionγ :
R → R such thatγ(0) = 0 and for everyE0 ∈ Rq

+ such
that‖E0−Ee‖ ≤ γ(T̂ ), there existŝt ∈ [0, T̂ ] and an input

S : [0, T̂ ] → Rq such that‖S(t)− Se‖ < ε, t ∈ [0, t̂), and
E(t̂) = E0. In addition, it follows from Lemma 3.1 that
S : [0, T̂ ] → Rq is such thatE(t) ≥≥ 0, t ∈ [0, T̂ ]. Next,
sinceσii(·), i = 1, . . . , q, is continuous it follows that there
existsM ∈ (0,∞) such that

sup
‖E−Ee‖<δ, ‖S−Se‖<ε

q∑

i=1

si − σii(E)
c + ei

= M. (32)

Hence, it follows that
∣∣∣∣∣
∫ t̂

0

q∑

i=1

si(σ)− σii(E(σ))
c + ei(σ)

dσ

∣∣∣∣∣

≤
∫ t̂

0

∣∣∣∣∣
q∑

i=1

si(σ)− σii(E(σ))
c + ei(σ)

∣∣∣∣∣ dσ

≤ Mt̂ ≤ MT̂ ≤ γ−1(‖E0 − Ee‖). (33)

Now, if S(·) is an entropy function ofG, then

S(E(t̂)) ≥ S(Ee) +
∫ t̂

0

q∑

i=1

si(σ)− σii(E(σ))
c + ei(σ)

dσ, (34)

or, equivalently,

−
∫ t̂

0

q∑

i=1

si(σ)− σii(E(σ))
c + ei(σ)

dσ ≥ S(Ee)− S(E(t̂)). (35)

If S(Ee) ≥ S(E(t̂)), then combining (33) and (35) yields

|S(Ee)− S(E(t̂))| ≤ γ−1(‖E0 − Ee‖). (36)

Alternatively, ifS(E(t̂)) ≥ S(Ee), then (36) can be derived
by reversing the roles of̂E and E(t̂). In particular, using
the fact thatG is locally controllable from and toEe,
similar arguments can be used to show that the set of
points which can be steered in small time toEe contains a
neighborhood ofE(t̂). Hence, sinceγ(·) is continuous and
E(t̂) is arbitrary, it follows thatS(·) is continuous onRq

+.

The next proposition shows that if (16) holds as an
equality for some transformation starting and ending at
an equilibrium point of the isolated systemG, then this
transformation must be reversible.

Proposition 3.3:Consider the large-scale dynamical sys-
temG with the power balance equation (6) and assume that
Axioms i) and ii) hold. Let S(·) denote an entropy ofG
and letE : [t0, t1] → Rq

+ denote the solution to (6) with
E(t0) = α0e andE(t1) = α1e, whereα0, α1 ≥ 0. Then,

S(E(t1)) = S(E(t0)) +
∫ t1

t0

q∑

i=1

si(t)− σii(E(t))
c + ei(t)

dt (37)

if and only if there existsα : [t0, t1] → R+ such that
α(t0) = α0, α(t1) = α1, andE(t) = α(t)e, t ∈ [t0, t1].

Proof. SinceE(t0) and E(t1) are equilibrium states of
the isolated systemG it follows from Remark 3.1 that

S(E(t1))− S(E(t0)) = q loge(c + α1)
−q loge(c + α0). (38)



Furthermore, it follows from (6) that
∫ t1

t0

q∑

i=1

si(t)− σii(E(t))
c + ei(t)

dt

=
∫ t1

t0

q∑

i=1

ėi(t)−
∑q

j=1,j 6=i φij(E(t))
c + ei(t)

dt

= q loge

(
c + α1

c + α0

)

−
∫ t1

t0

q∑

i=1

q∑

j=i+1

φij(E(t))(ej(t)− ei(t))
(c + ei(t))(c + ej(t))

dt. (39)

Now, it follows from Axioms i) and ii) that (37) holds if
and only if ei(t) = ej(t), t ∈ [t0, t1], i 6= j, i, j = 1, ..., q,
or equivalently, there existsα : [t0, t1] → R+ such that
E(t) = α(t)e, t ∈ [t0, t1].

The next proposition gives a closed-form expression for
the entropy ofG.

Proposition 3.4:Consider the large-scale dynamical sys-
temG with the power balance equation (6) and assume that
Axiom ii) holds. Then the functionS : Rq

+ → R given by

S(Vs) = eTloge(ce+ Vs)− q loge c, Vs ∈ Rq

+, (40)

wherec > 0, is an entropy function ofG.

Proof. Since, by Proposition 3.1,Vs(t) ≥≥ 0, t ≥ t0,
andφij(Vs) = −φji(Vs), Vs ∈ Rq

+, i 6= j, i, j = 1, ..., q, it
follows that

Ṡ(Vs(t)) =
q∑

i=1

v̇si(t)
c + vsi(t)

=
q∑

i=1

si(t)− σii(Vs(t))
c + vsi(t)

+
q∑

i=1

q∑

j=1, j 6=i

φij(Vs(t))
c + vsi(t)

=
q∑

i=1

si(t)− σii(Vs(t))
c + vsi(t)

+
q∑

i=1

q∑

j=i+1

(
φij(Vs(t))
c + vsi(t)

− φij(Vs(t))
c + vsj(t)

)

=
q∑

i=1

si(t)− σii(Vs(t))
c + vsi(t)

+
q∑

i=1

q∑

j=i+1

φij(Vs(t))(vsj(t)− vsi(t))
(c + vsi(t))(c + vsj(t))

≥
q∑

i=1

si(t)− σii(Vs(t))
c + vsi(t)

, t ≥ t0. (41)

Now, integrating (41) over[t1, t2] yields (16).

Remark 3.2:Note that it follows from the last equality in
(41) that the entropy function given by (40) satisfies (16) as
an equality for a reversible process and as a strict inequality
for an irreversible process.

The entropy expression given by (40) is identical in form
to the Boltzmann entropy for statistical thermodynamics.
Due to the fact that the entropy is indeterminate to the
extent of an additive constant, we can place the constant
of integrationq loge c to zero by takingc = 1. SinceS(Vs)
given by (40) achieves a maximum when all the subsystem
energiesvsi, i = 1, ..., q, are equal, entropy can be thought
of as a measure of the tendency of a system to lose the
ability to do useful work and lose order and to settle to a
more homogenous state.

Recalling thatdQi(t) = [si(t) − σii(Vs(t))]dt, i =
1, ..., q, is the infinitesimal amount of heat received or
dissipated by theith subsystem ofG over the infinitesimal
time intervaldt, it follows from (16) that

dS(Vs(t)) ≥
q∑

i=1

dQi(t)
c + vsi(t)

, t ≥ t0. (42)

Inequality (42) is analogous to the classical thermodynamic
inequality for the variation of entropy during an infinitesi-
mal irreversible transformation with the shifted subsystem
energiesc + vsi playing the role of theith subsystem
thermodynamic (absolute) temperatures.

Next, we introduce anew and dual notion to entropy;
namely ectropy, describing the status quo of the large-
scale dynamical systemG. First, however, we present a
dual to inequality (14) that holds for our thermodynamically
consistent energy flow model.

Proposition 3.5:Consider the large-scale dynamical sys-
temG with the power balance equation (6) and assume that
Axiom ii) holds. Then for allVs0 ∈ Rq

+, tf ≥ t0, and
S(t), t ∈ [t0, tf ], such thatVs(tf) = Vs0,

∫ tf

t0

q∑

i=1

vsi(t)[si(t)− σii(Vs(t))]dt

=
∮ q∑

i=1

vsi(t)dQi(t) ≥ 0, (43)

where Vs(t), t ≥ t0, is the solution to (6) with initial
conditionVs(t0) = Vs0.

Proof. Since, by Proposition 3.1,Vs(t) ≥≥ 0, t ≥ t0,
andφij(Vs) = −φji(Vs), Vs ∈ Rq

+, i 6= j, i, j = 1, ..., q, it
follows from (6) and Axiomii) that

∮ q∑

i=1

vsi(t)dQi(t)

=
∫ tf

t0

q∑

i=1

vsi(t)[v̇si(t)−
q∑

j=1, j 6=i

φij(Vs(t))]dt

= 1
2V T

s (tf)Vs(tf)− 1
2V T

s (t0)Vs(t0)

−
∫ tf

t0

q∑

i=1

q∑

j=1, j 6=i

vsi(t)φij(Vs(t))dt

= −
∫ tf

t0

q∑

i=1

q∑

j=i+1

φij(Vs(t))[vsi(t)− vsj(t)]dt

≥ 0, (44)

which proves the result.



Note that inequality (43) is satisfied as an equality
for a reversible process and as a strict inequality for an
irreversible process. Next, we present definition of ectropy
for the large-scale dynamical systemG.

Definition 3.3: For the large-scale dynamical systemG
with the power balance equation (6), a functionE : Rq

+ → R
satisfying

E(Vs(t2)) ≤ E(Vs(t1))

+
∫ t2

t1

q∑

i=1

vsi(t)[si(t)− σii(Vs(t))]dt, (45)

for any t2 ≥ t1 ≥ t0 and S(t), t ∈ [t1, t2], is called the
ectropyof G.

For the next result define

Ea(Vs0)

, − inf
S(·)∈Uc, T≥t0

∫ T

t0

q∑

i=1

vsi(t)[si(t)− σii(Vs(t))]dt, (46)

whereVs(t0) = Vs0 ∈ Rq

+ andVs(T ) = 0, and

Er(Vs0)

, inf
S(·)∈Ur, T≥−t0

∫ t0

−T

q∑

i=1

vsi(t)[si(t)− σii(Vs(t))]dt, (47)

whereVs(−T ) = 0 andVs(t0) = Vs0 ∈ Rq

+.

Theorem 3.3:Consider the large-scale dynamical system
G with the power balance equation (6) and assume that
Axiom ii) holds. Then there exists an ectropy function for
G. Moreover,Ea(Vs), Vs ∈ Rq

+, andEr(Vs), Vs ∈ Rq

+, are
possible ectropy functions forG with Ea(0) = Er(0) = 0.
Finally, all ectropy functionsE(Vs), Vs ∈ Rq

+, for G satisfy

Ea(Vs) ≤ E(Vs)− E(0) ≤ Er(Vs), Vs ∈ Rq

+, (48)

Proof. The proof is similar to the proof of Theorem 3.1.

The next proposition gives a closed-form expression for
the ectropy ofG.

Proposition 3.6:Consider the large-scale dynamical sys-
temG with the power balance equation (6) and assume that
Axiom ii) holds. Then the functionE : Rq

+ → R given by

E(Vs) = 1
2V T

s Vs, Vs ∈ Rq

+, (49)

is an ectropy function ofG.

Proof. The proof is similar to the proof of Proposition
3.4.

Remark 3.3:Note that the ectropy function given by (49)
satisfies (45) as an equality for a reversible process and as
a strict inequality for an irreversible process.

It follows from (49) that ectropy is a measure of the
extent to which the system energy deviates from a homo-
geneous state. Thus, ectropy is the dual of entropy and is a
measure of the tendency of the large-scale dynamical system
G to do useful work and grow more organized.

Inequality (16) is precisely Clausius’ inequality for re-
versible and irreversible thermodynamics as applied to

large-scale dynamical systems; while inequality (45) is an
anti Clausius inequality. Moreover, for the ectropy function
defined by (49), it follows from Proposition 3.6 that a
thermodynamically consistent large-scale dynamical system
model is dissipative with respect to the supply rateV T

s S and
with storage function corresponding to the system ectropy.
For the entropy function given by (40) note thatS(0) = 0
which is consistent with thethird law of thermodynamics
(Nernst’s theorem) which states that the entropy of every
system at absolute zero can always be taken to be equal to
zero. For the isolated large-scale dynamical systemG, (16)
yields the fundamental (universal) inequality

S(Vs(t2)) ≥ S(Vs(t1)), t2 ≥ t1. (50)

Inequality (50) implies that, for any dynamical change in
an isolated large-scale dynamical systemG, the entropy of
the final state can never be less than the entropy of the
initial state. It is important to stress that this result holds for
an isolated dynamical system. It is however possible with
power (heat flux) supplied from an external system to reduce
the entropy of the dynamical systemG. The entropy of
both systems taken together however cannot decrease. The
above observations imply that when the isolated large-scale
dynamical systemG with thermodynamically consistent
energy flow characteristics (i.e., Axiomsi) and ii) hold)
is at a state of maximum entropy consistent with its energy,
it cannot be subject to any further dynamical change since
any such change would result in a decrease of entropy. This
of course implies that the state ofmaximum entropyis the
stable state of an isolated system and this equilibrium state
has to be semistable. Analogously, it follows from (45) that
the isolated large-scale dynamical systemG satisfies the
fundamental inequality

E(Vs(t2)) ≤ E(Vs(t1)), t2 ≥ t1, (51)

which implies that the ectropy of the final state ofG is
always less than the ectropy of the initial state ofG. Hence,
for the isolated large-scale dynamical systemG the entropy
increases if and only if the ectropy decreases. Thus, the
state ofminimum ectropyis the stable state of an isolated
system and this equilibrium state has to be semistable. The
next theorem concretizes the above observations.

Theorem 3.4:Consider the large-scale dynamical system
G with power balance equation (6) withS(t) ≡ 0 and
d(Vs) ≡ 0 and assume that Axiomsi) and ii) hold. Then
for every α ≥ 0, αe is a semistable equilibrium state of
(6). Furthermore,Vs(t) → 1

q eeTVs(t0) as t → ∞ and
1
q eeTVs(t0) is a semistable equilibrium state. Finally, if

for some k ∈ {1, ..., q}, σkk(Vs) ≥ 0, Vs ∈ Rq

+, and
σkk(Vs) = 0 if and only if vsk = 02, then the zero
solutionVs(t) ≡ 0 to (6) is a globally asymptotically stable
equilibrium state of (6).

Proof. It follows from Axiom i) thatαe∈ Rq

+, α ≥ 0, is
an equilibrium state for (6). To show Lyapunov stability of
the equilibrium stateαe consider the system shifted ectropy
function Es(Vs) = 1

2 (Vs − αe)T(Vs − αe) as a Lyapunov
function candidate. Now, sinceφij(Vs) = −φji(Vs), Vs ∈

2The assumptionσkk(Vs) ≥ 0, Vs ∈ Rq
+, and σkk(Vs) = 0 if and

only if vsk = 0 for somek ∈ {1, ..., q} implies that if thekth subsystem
possesses no energy, then this subsystem cannot dissipate energy to the
environment. Conversely, if thekth subsystem does not dissipate energy
to the environment, then this subsystem has no energy.



Rq

+, i 6= j, i, j = 1, ..., q, and eTw(Vs) = 0, Vs ∈ Rq

+, it
follows from Axiom ii) that

Ės(Vs) = (Vs − αe)TV̇s

= (Vs − αe)Tw(Vs)
= V T

s w(Vs)

=
q∑

i=1

vsi




q∑

j=1, j 6=i

φij(Vs)




=
q∑

i=1

q∑

j=i+1

(vsi − vsj)φij(Vs)

=
q∑

i=1

∑

j∈Ki

(vsi − vsj)φij(Vs)

≤ 0, Vs ∈ Rq

+, (52)

whereKi , Ni \ ∪i−1
l=1{l} and Ni , {j ∈ {1, ..., q} :

φij(Vs) = 0 if and only if vsi = vsj}, i = 1, ..., q, which
establishes Lyapunov stability of the equilibrium stateαe.
To show thatαe is semistable, letR , {Vs ∈ Rq

+ :
Ės(Vs) = 0} = {Vs ∈ Rq

+ : (vsi − vsj)φij(Vs) = 0, i =
1, ..., q, j ∈ Ki}. Now, by Axiom i) the directed graph
associated with the connectivity matrixC for the large-scale
dynamical systemG is strongly connected which implies
that R = {Vs ∈ Rq

+ : vs1 = · · · = vsq}. Since the
setR consists of the equilibrium states of (6), it follows
that the largest invariant setM contained inR is given by
M = R. Hence, it follows from the Krasovskii-LaSalle
invariant set theorem [41] that for any initial condition
Vs(t0) ∈ Rq

+, Vs(t) → M as t → ∞ and henceαe
is a semistable equilibrium state of (6). Next, note that
since eTVs(t) = eTVs(t0) and Vs(t) → M as t → ∞,
it follows that Vs(t) → 1

q eeTVs(t0) as t → ∞. Hence,
with α = 1

q eTVs(t0), αe = 1
q eeTVs(t0) is a semistable

equilibrium state of (6).

Finally, to show that in the case where for somek ∈
{1, ..., q}, σkk(Vs) ≥ 0, Vs ∈ Rq

+, andσkk(Vs) = 0 if and
only if vsk = 0, the zero solutionVs(t) ≡ 0 to (6) is globally
asymptotically stable, consider the system ectropyE(Vs) =
1
2V T

s Vs, Vs ∈ Rq

+, as a candidate Lyapunov function. Note
that E(0) = 0, E(Vs) > 0, Vs ∈ Rq

+, Vs 6= 0, and E(Vs)
is radially unbounded. Now, the Lyapunov derivative along
the system energy trajectories of (6) is given by

Ė(Vs) = V T
s [w(Vs)− d(Vs)]

= V T
s w(Vs)− vskσkk(Vs)

=
q∑

i=1

vsi




q∑

j=1,j 6=i

φij(Vs)


− vskσkk(Vs)

=
q∑

i=1

q∑

j=i+1

(vsi − vsj)φij(Vs)− vskσkk(Vs)

=
q∑

i=1

∑

j∈Ki

(vsi − vsj)φij(Vs)− vskσkk(Vs)

≤ 0, Vs ∈ Rq

+, (53)

which shows that the zero solutionVs(t) ≡ 0 to (6) is

Lyapunov stable. To show global asymptotic stability of the
zero equilibrium state letR , {Vs ∈ Rq

+ : Ė(Vs) = 0} =
{Vs ∈ Rq

+ : vskσkk(Vs) = 0, k ∈ {1, ..., q}} ∩ {Vs ∈
Rq

+ : (vsi − vsj)φij(Vs) = 0, i = 1, ..., q, j ∈ Ki}. Now,
since Axiom i) holds andσkk(Vs) = 0 if and only if
vsk = 0 it follows that R = {Vs ∈ Rq

+ : vsk = 0, k ∈
{1, ..., q}} ∩ {Vs ∈ Rq

+ : vs1 = vs2 = · · · = vsq} = {0}
and the largest invariant setM contained inR is given
by M = {0}. Hence, it follows from the Krasovskii-
LaSalle invariant set theorem that for any initial condition
Vs(t0) ∈ Rq

+, Vs(t) →M = {0} as t → ∞ which proves
global asymptotic stability of the zero equilibrium state of
(6).

In Theorem 3.4 we used the shifted ectropy function to
show that for the isolated (i.e.,S(t) ≡ 0 and d(Vs) ≡ 0)
large-scale dynamical systemG, Vs(t) → 1

q eeTVs(t0) as
t → ∞ and 1

q eeTVs(t0) is a semistable equilibrium state.
This result can also be arrived at using the system entropy.
To see this note that sinceeTw(Vs) = 0, Vs ∈ Rq

+, it
follows that eTV̇s(t) = 0, t ≥ t0. Hence, eTVs(t) =
eTVs(t0), t ≥ t0. Furthermore, sinceVs(t) ≥≥ 0, t ≥ t0,
it follows that 0 ≤≤ Vs(t) ≤≤ eeTVs(t0), t ≥ t0, which
implies that all solutions to (6) are bounded. Next, since by
(50) the entropyS(Vs(t)), t ≥ t0, of G is monotonically
increasing andVs(t), t ≥ t0, is bounded, the result follows
using similar arguments as in Theorem 3.4.

Theorem 3.4 implies that the steady-state value of the
energy in each subsystemGi of the isolated large-scale
dynamical systemG is equal; that is, the steady-state energy
of the isolated large-scale dynamical systemG given by
Vs∞ = 1

q eeTVs(t0) =
[

1
q

∑q
i=1 vsi(t0)

]
e is uniformly

distributed over all subsystems ofG. This phenomenon
is known as equipartition of energy3 [23], [26], [29],
[42], [43] and is an emergent behavior in thermodynamic
systems. The next proposition shows that among all possible
energy distributions in the large-scale dynamical systemG,
energy equipartition corresponds to the minimum value of
the system’s ectropy and the maximum value of the system’s
entropy (see Figure 2).

Proposition 3.7:Consider the large-scale dynamical sys-
tem G with power balance equation (6), letE : Rq

+ → R+

andS : Rq

+ → R denote the ectropy and entropy ofG given
by (49) and (40), respectively, and defineDc , {Vs ∈ Rq

+ :
eTVs = β}, whereβ ≥ 0. Then,

arg min
Vs∈Dc

(E(Vs)) = arg max
Vs∈Dc

(S(Vs)) = V ∗
s =

β

q
e. (54)

Furthermore,Emin , E(V ∗
s ) = 1

2
β2

q andSmax , S(V ∗
s ) =

q loge(c + β
q )− q loge c.

Proof. The existence and uniqueness ofV ∗
s follows

from the fact thatE(Vs) and −S(Vs) are strictly convex
continuous functions defined on the compact setDc. To
minimize E(Vs) = 1

2V T
s Vs, Vs ∈ Rq

+, subject toVs ∈ Dc

form the LagrangianL(Vs, λ) = 1
2V T

s Vs + λ(eTVs − β),
whereλ ∈ R is the Lagrange multiplier. IfV ∗

s solves this

3The phenomenon of equipartition of energy is closely related to the
notion of amonotemperaturicsystem discussed in [25].
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minimization problem, then

0 =
∂L
∂Vs

∣∣∣∣
Vs=V ∗s

= V ∗T
s + λeT = 0 (55)

and henceV ∗
s = −λe. Now, it follows from eTVs = β

that λ = −β
q which implies thatV ∗

s = β
q e∈ Rq

+. The fact
that V ∗

s minimizes the ectropy on the compact setDc can
be shown by computing the Hessian of the ectropy for the
constrained parameter optimization problem and showing
that the Hessian is positive definite atV ∗

s . Emin = 1
2

β2

q is
now immediate.

Analogously, to maximizeS(Vs) = eTloge(ce + Vs) −
q loge c on the compact setDc, form the Lagrangian
L(Vs, λ) ,

∑q
i=1 loge(c+vsi)+λ(eTVs−β), whereλ ∈ R

is a Largange multiplier. IfV ∗
s solves this maximization

problem, then

0 =
∂L
∂Vs

∣∣∣∣
Vs=V ∗s

=
[

1
c + v∗s1

+ λ, ...,
1

c + v∗sq
+ λ

]
= 0. (56)

Thus, λ = − 1
c+v∗si

, i = 1, ..., q. If λ = 0, then the only
value ofV ∗

s that satisfies (56) isV ∗
s = ∞, which does not

satisfy the constraint equationeTVs = β for finite β ≥ 0.
Hence,λ 6= 0 and v∗si = −( 1

λ + c), i = 1, ..., q, which
implies V ∗

s = −( 1
λ + c)e. Now, it follows from eTVs = β

that −( 1
λ + c) = β

q and henceV ∗
s = β

q e ∈ Rq

+. The fact
that V ∗

s maximizes the entropy on the compact setDc can
be shown by computing the Hessian and showing that it is
negative definite atV ∗

s . Smax = q loge(c + β
q )− q loge c is

now immediate.

It follows from (50), (51), and Proposition 3.7 that
conservation of energy necessarily implies nonconservation
of ectropy and entropy. Hence, in an isolated large-scale

dynamical systemG all the energy, though always con-
served, will eventually be degraded (diluted) to the point
where it cannot produce any useful work. Hence, all motion
would cease and the large-scale dynamical system would
be fated to a state of eternal rest (semistability) wherein all
subsystems will posses identical energies (energy equiparti-
tion). Ectropy would be a minimum and entropy would be
a maximum giving rise to a state of absolute disorder. This
is precisely what is known in theoretical physics as theheat
death of the universe.

Next, we show that our thermodynamically consistent
large-scale systemG satisfiesGibbs’ principle [44, p. 56].
Gibbs’ version of the second law of thermodynamics can
be stated as follows:

Gibbs’ Principle. For an equilibrium of any isolated
system it is necessary and sufficient that in all possible
variations of the state of the system which do not
alter its energy, the variation of its entropy shall either
vanish or be negative.

To establish Gibb’s principle for our thermodynamically
consistent energy flow model, supposeEe = αe, α ≥ 0,
is an equilibrium point for the isolated systemG. Now, it
follows from Proposition 3.7 that the entropy ofG achieves
its maximum atEe subject to the constant energy level
eTE = αq, E ∈ Rq

+. Hence, any variation of the state
of the system which does not alter its energy leads to a
zero or negative variation of the system entropy. Conversely,
suppose at some pointE∗ ∈ Rq

+ the variation of the system
entropy is either zero or negative for all possible variations
in the state of the system which do not alter the system’s
total energy. Furthermore,ad absurdum, let the isolated
systemG undergo an irreversible transformation starting at
E∗. Then it follows from Proposition 3.4 that the entropy
of G given by (40) strictly increases which contradicts the
above assumption. Hence, the systemG cannot undergo an
irreversible transformation starting atE∗. Alternatively, if
the isolated systemG undergoes a reversible transformation
starting atE∗, thenE∗ has to be an equilibrium state ofG.

In the preceding discussion it was assumed that our large-
scale dynamical system model is such that energy flows
from more energetic subsystems to less energetic subsys-
tems; that is, heat (energy) flows in the direction of lower
temperatures. Although this universal phenomenon can be
predicted with virtual certainty, it follows as a manifestation
of entropy and ectropy nonconservation for the case of two
subsystems. To see this, consider the isolated large-scale
dynamical systemG with power balance equation (6) (with
S(t) ≡ 0 and d(Vs) ≡ 0) and assume that the system
entropy given by (40) is monotonically increasing and hence
Ṡ(Vs(t)) ≥ 0, t ≥ t0. Now, since

Ṡ(Vs(t)) =
q∑

i=1

v̇si(t)
c + vsi(t)

=
q∑

i=1

q∑

j=1, j 6=i

φij(Vs(t))
c + vsi(t)

=
q∑

i=1

q∑

j=i+1

(
φij(Vs(t))
c + vsi(t)

− φij(Vs(t))
c + vsj(t)

)

=
q∑

i=1

∑

j∈Ki

φij(Vs(t))(vsj(t)− vsi(t))
(c + vsi(t))(c + vsj(t))



≥ 0, t ≥ t0, (57)

it follows that for q = 2, (vs1− vs2)φ12(Vs) ≤ 0, Vs ∈ R2

+,
which implies that energy (heat) flows naturally from a
more energetic subsystem (hot object) to a less energetic
subsystem (cooler object). The universality of this emer-
gent behavior thus follows from the fact that entropy (re-
spectively, ectropy) transfer, accompanying energy transfer,
always increases (respectively, decreases). In the case where
we have multiple subsystems, it is clear from (57) that
entropy and ectropy nonconservation does not necessarily
imply Axiom ii). However, if we invoke the additional
condition (Axiom iii)) that if for any pair of connected
subsystemsGk andGl, k 6= l, with vsk ≥ vsl (respectively,
vsk ≤ vsl) and for any other pair of connected subsystems
Gm andGn, m 6= n, with vsm ≥ vsn (respectively,vsm ≤
vsn) the inequalityφkl(Vs)φmn(Vs) ≥ 0, Vs ∈ Rq

+, holds,
then nonconservation of entropy and ectropy in the isolated
large-scale dynamical systemG implies Axiom ii). The
above inequality postulates that the direction of energy flow
for any pair ofenergy similarsubsystems is consistent; that
is, if for a given pair of connected subsystems at a given
energy level the energy flows in a certain direction, then
for any other pair of connected subsystems with the same
energy level, the energy flow direction is consistent with
the original pair of subsystems. Note that this assumption
does not specify the direction of energy flow between
subsystems. To see thatṠ(Vs(t)) ≥ 0, t ≥ t0, along with
Axiom iii) implies Axiom ii) note that since (57) holds for
all t ≥ t0 andVs(t0) ∈ Rq

+ is arbitrary, (57) implies
q∑

i=1

∑

j∈Ki

φij(Vs)(vsj − vsi)
(c + vsi)(c + vsj)

≥ 0, Vs ∈ Rq

+. (58)

Now, it follows from (58) that for any fixed system energy
level Vs ∈ Rq

+ there exists at least one pair of connected
subsystemsGk andGl, k 6= l, such thatφkl(Vs)(vsl−vsk) ≥
0. Thus, if vsk ≥ vsl (respectively,vsk ≤ vsl), then
φkl(Vs) ≤ 0 (respectively,φkl(Vs) ≥ 0). Furthermore,
it follows from Axiom iii) that for any other pair of
connected subsystemsGm andGn, m 6= n, with vsm ≥ vsn
(respectively,vsm ≤ vsn) the inequalityφmn(Vs) ≤ 0
(respectively,φmn(Vs) ≥ 0) holds which implies that

φmn(Vs)(vsn − vsm) ≥ 0, m 6= n. (59)

Thus, it follows from (59) that energy (heat) flows naturally
from more energetic subsystems (hot objects) to less ener-
getic subsystems (cooler objects). Of course, since in the
isolated large-scale dynamical systemG ectropy decreases if
and only if entropy increases, the same result can be arrived
at by considering the ectropy ofG. Since Axiomii) holds, it
follows from the conservation of energy and the fact that the
large-scale dynamical systemG is strongly connected that
nonconservation of entropy and ectropy necessarily implies
energy equipartition.

Finally, we close this section by showing that our def-
inition of entropy given by (40) satisfies the eight crite-
ria established in [45] for the acceptance of an analytic
expression for representing a system entropy function. In
particular, note that for a dynamical systemG: i) S(Vs)
is well defined for every stateVs ∈ Rq

+ as long asc >
0. ii) If G is isolated, thenS(Vs(t)) is a nondecreasing
function of time. iii) If Si(vsi) = loge(c + vsi) − loge c
is the entropy of theith subsystem of the systemG, then
S(Vs) =

∑q
i=1 Si(vsi) = eTloge(ce + Vs) − q loge c and

hence the system entropyS(Vs) is an additive quantity over
all subsystems.iv) For the systemG, S(Vs) ≥ 0 for all
Vs ∈ Rq

+. v) It follows from Proposition 3.7 that for a
given valueβ ≥ 0 of the total energy of the systemG,
one and only one state; namely,V ∗

s = β
q e, corresponds

to the largest value ofS(Vs). vi) It follows from (40)
that for the systemG, graph of entropy versus energy
is concave and smooth.vii) For a composite large-scale
dynamical systemGC of two dynamical systemsGA andGB
the expression for the composite entropySC = SA + SB,
whereSA andSB are entropies ofGA andGB, respectively,
is such that the expression for the equilibrium state where
the composite maximum entropy is achieved is identical to
those obtained forGA andGB individually. Specifically, if
qA andqB denote the number of subsystems inGA andGB,
respectively, andβA andβB denote the total energies ofGA
andGB, respectively, then the maximum entropy ofGA and
GB individually is achieved atV ∗

s A = βA
qA

e andV ∗
s B = βB

qB
e,

respectively, while the maximum entropy of the composite
systemGC is achieved atV ∗

s C = βA+βB
qA+qB

e. viii) It follows
from Theorem 3.4 that for a stable equilibrium stateVs =
β
q e, whereβ ≥ 0 is the total energy of the systemG and
q is the number of subsystems ofG, the entropy is totally
defined byβ andq; that is,S(Vs) = q loge(c+

β
q )−q loge c.

Dual criteria to the eight criteria outlined above can also be
established for an analytic expression representing system
ectropy.

IV. T EMPERATUREEQUIPARTITION AND BOLTZMANN ’ S

K INETIC THEORY OFGASES

The thermodynamic axioms introduced in Section III pos-
tulate that subsystem energies are synonymous to subsystem
temperatures. In this section, we generalize the results of
Section III to the case where the subsystem energies are
proportional to the subsystem temperatures with the propor-
tionality constants representing the subsystemspecific heats.
In the case where the specific heats of all the subsystems
are equal the results of this section specialize to those of
Section III. To include temperature notions in our large-
scale dynamical system model we replace Axiomsi) and
ii) of Section III by the following axioms. Letβi > 0,
i = 1, . . . , q, denote the reciprocal of the specific heat of
the ith subsystemGi so that the (empirical) temperature
in ith subsystem is given bŷTi = βivsi. Axiom i): For
the connectivity matrixC ∈ Rq×q associated with the
large-scale dynamical systemG defined by (12) and (13),
rank C = q − 1 and for C(i,j) = 1, i 6= j, φij(Vs) = 0
if and only if βivsi = βjvsj . Axiom ii): For i, j =
1, ..., q, (βivsi − βjvsj)φij(Vs) ≤ 0, Vs ∈ Rq

+. Axiom i)
implies that if the temperatures in the connected subsystems
Gi and Gj are equal, then heat exchange between these
subsystems is not possible. This is a statement of the zeroth
law of thermodynamics which postulates that temperature
equality is a necessary and sufficient condition forthermal
equilibrium. Axiom ii) implies that heat (energy) must flow
in the direction of lower temperatures. This is a statement
of the second law of thermodynamics which states that a
transformation whose only final result is to transfer heat
from a body at a given temperature to a body at a higher
temperature is impossible. Next, in light of our modified
axioms we present a generalized definition for the entropy
and ectropy ofG. The following proposition is needed for
the statement of the main results of this section.



Proposition 4.1:Consider the large-scale dynamical sys-
temG with the power balance equation (6) and assume that
Axiom ii) holds. Then for allVs0 ∈ Rq

+, tf ≥ t0, and
S(t), t ∈ [t0, tf ], such thatVs(tf) = Vs0,

∫ tf

t0

q∑

i=1

si(t)− σii(Vs(t))
c + βivsi(t)

dt

=
∮ q∑

i=1

dQi(t)
c + βivsi(t)

≤ 0, (60)

and
∫ tf

t0

q∑

i=1

βivsi(t)[si(t)− σii(Vs(t))]dt

=
∮ q∑

i=1

βivsi(t)dQi(t) ≥ 0, (61)

where Vs(t), t ≥ t0, is the solution to (6) with initial
conditionVs(t0) = Vs0.

Proof. The proof is identical to the proof of Propositions
3.2 and 3.5.

Note that with the modified Axiomi) the isolated large-
scale dynamical systemG has equilibrium energy states
given byVs e = αp, for α ≥ 0, wherep , [1/β1, ..., 1/βq]T.
As in Section III, we define a reversible process as a process
where the trajectory of the systemG moves along the set
of equilibria for the isolated systemG and an irreversible
process as a process that is not reversible. Thus, it follows
from Axioms i) and ii) that inequalities (60) and (61) are
satisfied as equalities for a reversible process and as strict
inequalities for for an irreversible process.

Definition 4.1: For the large-scale dynamical systemG
with the power balance equation (6), a functionS : Rq

+ →
R satisfying

S(Vs(t2)) ≥ S(Vs(t1))

+
∫ t2

t1

q∑

i=1

si(t)− σii(Vs(t))
c + βivsi(t)

dt, (62)

for any t2 ≥ t1 ≥ t0 and S(t), t ∈ [t1, t2], is called the
entropyof G.

Definition 4.2: For the large-scale dynamical systemG
with the power balance equation (6), a functionE : Rq

+ → R
satisfying

E(Vs(t2)) ≤ E(Vs(t1))

+
∫ t2

t1

q∑

i=1

βivsi(t)[si(t)− σii(Vs(t))]dt, (63)

for any t2 ≥ t1 ≥ t0 and S(t), t ∈ [t1, t2], is called the
ectropyof G.

For the next result define

Sa(Vs0) ,

− sup
S(·)∈Uc, T≥t0

∫ T

t0

q∑

i=1

si(t)− σii(Vs(t))
c + βivsi(t)

dt, (64)

Ea(Vs0) ,

− inf
S(·)∈Uc, T≥t0

∫ T

t0

q∑

i=1

βivsi(t)[si(t)− σii(Vs(t))]dt, (65)

whereVs(t0) = Vs0 ∈ Rq

+ and Vs(T ) = 0, and define the
functionsSr : Rq

+ → R andEr : Rq

+ → R by

Sr(Vs0) ,

sup
S(·)∈Ur, T≥−t0

∫ t0

−T

q∑

i=1

si(t)− σii(Vs(t))
c + βivsi(t)

dt, (66)

Er(Vs0) ,

inf
S(·)∈Ur, T≥−t0

∫ t0

−T

q∑

i=1

βivsi(t)[si(t)− σii(Vs(t))]dt, (67)

whereVs(−T ) = 0 andVs(t0) = Vs0 ∈ Rq

+.

Theorem 4.1:Consider the large-scale dynamical system
G with the power balance equation (6) and assume that
Axiom ii) holds. Then there exists an entropy and an
ectropy function forG. Moreover,Sa(Vs), Vs ∈ Rq

+, and
Sr(Vs), Vs ∈ Rq

+, are possible entropy functions forG
with Sa(0) = Sr(0) = 0, and Ea(Vs), Vs ∈ Rq

+, and
Er(Vs), Vs ∈ Rq

+, are possible ectropy functions forG
with Ea(0) = Er(0) = 0. Finally, all entropy functions
S(Vs), Vs ∈ Rq

+, for G satisfy

Sr(Vs) ≤ S(Vs)− S(0) ≤ Sa(Vs), Vs ∈ Rq

+, (68)

and all ectropy functionsE(Vs), Vs ∈ Rq

+, for G satisfy

Ea(Vs) ≤ E(Vs)− E(0) ≤ Er(Vs), Vs ∈ Rq

+. (69)

Proof. The proof is identical to the proof of Theorems
3.1 and 3.3.

For the statement of the next result definep ,
[1/β1, · · · , 1/βq]T andP , diag[β1, · · · , βq].

Proposition 4.2:Consider the large-scale dynamical sys-
temG with the power balance equation (6) and assume that
Axiom ii) holds. Then the functionS : Rq

+ → R given by

S(Vs) = pTloge(ce+ PVs)− eTp loge c, Vs ∈ Rq

+, (70)

whereloge(ce+ PVs) denotes the vector natural logarithm
given by[loge(c+β1vs1), ..., loge(c+βqvsq)]T, is an entropy
function ofG. Furthermore, the functionE : Rq

+ → R given
by

E(Vs) = 1
2V T

s PVs, Vs ∈ Rq

+, (71)

is an ectropy function ofG.

Proof. The proof is identical to the proof of Propositions
3.4 and 3.6.

Remark 4.1:As in Section III, it can be shown that
the entropy and ectropy functions forG defined by (70)
and (71) satisfy, respectively, (62) and (63) as equalities
for a reversible process and as strict inequalities for an
irreversible process.



Once again, inequality (62) is Clausius’ inequality for
reversible and irreversible thermodynamics; while inequal-
ity (63) is an anti Clausius inequality. Moreover, for the
ectropy function given by (71) inequality (63) shows that a
thermodynamically consistent large-scale dynamical system
model is dissipative with respect to the supply rateV T

s PS
and with storage function corresponding to the system
ectropy E(Vs). In addition, if we letdQi(t) , [si(t) −
σii(Vs(t))]dt, i = 1, ..., q, denote the infinitesimal amount
of heat received or dissipated by theith subsystem ofG
over the infinitesimal time intervaldt at the absoluteith
subsystem temperatureTi , c + βivsi, then it follows from
(62) that the system entropy varies by an amount

dS(Vs(t)) ≥
q∑

i=1

dQi(t)
c + βivsi(t)

, t ≥ t0. (72)

Finally, note that the nonconservation of entropy and ec-
tropy equations (50) and (51), respectively, for isolated
large-scale dynamical systems also hold for the more gen-
eral definitions of entropy and ectropy given in Definitions
4.1 and 4.2. The following theorem is a generalization of
Theorem 3.4.

Theorem 4.2:Consider the large-scale dynamical system
G with power balance equation (6) withS(t) ≡ 0 and
d(Vs) ≡ 0 and assume that Axiomsi) and ii) hold. Then
for every α ≥ 0, αp is a semistable equilibrium state of
(6). Furthermore,Vs(t) → 1

eTp
peTVs(t0) as t → ∞ and

1
eTp

peTVs(t0) is a semistable equilibrium state. Finally, if
for somek ∈ {1, ..., q}, σkk(Vs) ≥ 0 and σkk(Vs) = 0 if
and only if vsk = 0, then the zero solutionVs(t) ≡ 0 to (6)
is a globally asymptotically stable equilibrium state of (6).

Proof. It follows from Axiom i) that αp ∈ Rq

+, α ≥ 0,
is an equilibrium state for (6). To show Lyapunov stability
of the equilibrium stateαp consider the system shifted
ectropyEs(Vs) = 1

2 (Vs − αp)TP (Vs − αp) as a Lyapunov
function candidate. Now, the proof follows as in the proof
of Theorem 3.4 by invoking Axiomii) and noting that
φij(Vs) = −φji(Vs), Vs ∈ Rq

+, i 6= j, i, j = 1, ..., q,
Pp = e, and eTw(Vs) = 0, Vs ∈ Rq

+. Alternatively, in
the case where for somek ∈ {1, ..., q}, σkk(Vs) ≥ 0 and
σkk(Vs) = 0 if and only if vsk = 0, global asymptotic
stability of the zero solutionVs(t) ≡ 0 to (6) follows from
standard Lyapunov arguments using the system ectropy
E(Vs) = 1

2V T
s PVs as a candidate Lyapunov function.

It follows from Theorem 4.2 that the steady-state value
of the energy in each subsystemGi of the isolated large-
scale dynamical systemG is given byVs∞ = 1

eTp
peTVs(t0)

which implies thatvsi∞ = 1
βieTp

eTVs(t0) or, equivalently,

T̂i∞ = βivsi∞ = 1
eTp

eTVs(t0). Hence, the steady state
temperature of the isolated large-scale dynamical system
G given by T̂∞ = 1

eTp
eTVs(t0)e is uniformly distributed

over all the subsystems ofG. This phenomenon is known
astemperature equipartitionin which all the system energy
is eventually transformed into heat at a uniform temperature
and hence all natural processes (system motions) would
cease.

Proposition 4.3:Consider the large-scale dynamical sys-
tem G with power balance equation (6), letE : Rq

+ → R+

and S : Rq

+ → R denote the ectropy and entropy ofG

and be given by (71) and (70), respectively, and define
Dc , {Vs ∈ Rq

+ : eTVs = β}, whereβ ≥ 0. Then,

arg min
Vs∈Dc

(E(Vs)) = arg max
Vs∈Dc

(S(Vs)) = V ∗
s =

β

eTp
p. (73)

Furthermore,Emin , E(V ∗
s ) = 1

2
β2

eTp
andSmax , S(V ∗

s ) =
eTp loge(c + β

eTp
)− eTp loge c.

Proof. The proof is identical to the proof of Proposition
3.7 and hence is omitted.

Proposition 4.3 shows that when all the energy of a
large-scale dynamical system is transformed into heat at
a uniform temperature, entropy is a maximum and ectropy
is a minimum.

Next, we provide a kinetic theory interpretation of the
(steady-state) expressions for entropy and ectropy presented
in this section. Specifically, we assume that each subsystem
Gi of the large-scale dynamical systemG is a simple system
consisting of an ideal gas with rigid walls. Furthermore, we
assume that all subsystemsGi are divided bydiathermal
walls (i.e., walls that permit energy flow) and the overall
dynamical system is a closed system; that is, the system is
separated from the environment by a rigid adiabatic wall. In
this case,βi = k/ni, i = 1, . . . , q, whereni, i = 1, . . . , q,
is the number of molecules in theith subsystem andk > 0
is theBoltzmann constant(i.e., gas constant per molecule).
Without loss of generality and for simplicity of exposition
let k = 1. In addition, we assume that the molecules in
the ideal gas are hard elastic spheres; that is, there are
no forces between the molecules except during collisions
and the molecules are not deformed by collisions. Thus,
there is no internal potential energy and the system internal
energy of the ideal gas is entirely kinetic. Hence, in this
case, the temperature of each subsystemGi is the average
translational kinetic energy per molecule which is consistent
with the kinetic theory of ideal gases.

Definition 4.3: For a given isolated large-scale dynami-
cal systemG in thermal equilibriumdefine theequilibrium
entropy of G by Se = n loge(c + eTVs∞

n ) − n loge c and

the equilibrium ectropyof G by Ee = 1
2

(eTVs∞)2

n , where
eTVs∞ denotes the total steady-state energy of the large-
scale dynamical systemG and n denotes the number of
molecules inG.

Note that the equilibrium entropy and ectropy in Defi-
nition 4.3 is entirely consistent with the equilibrium (max-
imum) entropy and equilibrium (minimum) ectropy given
by Proposition 4.3. Next, assume that each subsystemGi is
initially in thermal equilibrium. Furthermore, for each sub-
system, letvsi andni, i = 1, ..., q, denote the total internal
energy and the number of molecules, respectively, in the
ith subsystem. Hence, the entropy and ectropy of theith
subsystem are given bySi = ni loge(c+vsi/ni)−ni loge c

andEi = 1
2

v2
si

ni
, respectively. Next, note that the entropy and

the ectropy of the overall system (after reaching a thermal
equilibrium) are given bySe = n loge(c+

eTVs∞
n )−n loge c

and Ee = 1
2

(eTVs∞)2

n . Now, it follows from the convexity
of − loge(·) and conservation of energy that the entropy of
G at thermal equilibrium is given by

Se = n loge

(
c +

eTVs∞
n

)
− n loge c



= n loge

[
q∑

i=1

ni

n

(
c +

vsi

ni

)]
−

q∑

i=1

ni loge c

≥ n

q∑

i=1

ni

n
loge

(
c +

vsi

ni

)
−

q∑

i=1

ni loge c

=
q∑

i=1

Si. (74)

Furthermore, the ectropy ofG at thermal equilibrium is
given by

Ee =
1
2

(eTVs∞)2

n

=
q∑

i=1

1
2

v2
si

ni
− 1

2n

q∑

i=1

q∑

j=i+1

(njvsi − nivsj)2

ninj

≤
q∑

i=1

1
2

v2
si

ni

=
q∑

i=1

Ei. (75)

It follows from (74) (respectively, (75)) that the equilib-
rium entropy (respectively, ectropy) of the system (gas)
G is always greater (respectively, less) than the sum of
entropies (respectively, ectropies) of the individual subsys-
temsGi. Hence, the entropy (respectively, ectropy) of the
gas increases (respectively, decreases) as a more evenly
distributed (disordered) state is reached. Finally, note that
it follows from (74) and (75) thatSe =

∑q
i=1 Si and

Ee =
∑q

i=1 Ei if and only if vsi

ni
= vsj

nj
, i 6= j, i, j = 1, ..., q;

that is, the initial temperatures of all subsystems are equal.

V. THERMODYNAMIC SYSTEMS WITH L INEAR ENERGY

EXCHANGE

In this section we specialize the results of Section III
to the case of linear energy exchange between subsystems;
that is, σij(Vs) = σijvsj , σij ≥ 0, i, j = 1, ..., q. In this
case, the vector form of the energy balance equation (2),
with t0 = 0, is given by

Vs(T ) = Vs(0) +
∫ T

0

WVs(t)dt +
∫ T

0

S(t)dt,

T ≥ 0, (76)

or, in power balance form,

V̇s(t) = WVs(t) + S(t), Vs(0) = Vs0, t ≥ 0, (77)

whereW ∈ Rq×q is such that

W(i,j) =
{ −∑q

k=1 σkj , i = j,
σij , i 6= j.

(78)

Note that (78) implies
∑q

i=1 W(i,j) = −σjj ≤ 0, j =
1, ..., q, and henceW is a semistable compartmental matrix.
If σii > 0, i = 1, ..., q, then W is an asymptotically
stable compartmental matrix. An important special case of
(77) is the case whereW is symmetric or, equivalently,
σij = σji, i 6= j, i, j = 1, ..., q. In this case, it follows from

(77) that for each subsystem the power balance equation
satisfies

v̇si(t) + σiivsi(t) +
q∑

j=1, j 6=i

σij [vsi(t)− vsj(t)] = si(t)(79)

for all t ≥ 0. Note that φi(Vs) ,
∑q

j=1, j 6=i σij [vsi −
vsj ], Vs ∈ Rq

+, i = 1, ..., q, represents the energy flow
from the ith subsystem to all other subsystems and is
given by the sum of the individual energy flows from the
ith subsystem to thejth subsystem. Furthermore, these
energy flows are proportional to the energy differences
of the subsystems; that is,vsi − vsj . Hence, (79) is a
power balance equation that governs the energy exchange
among coupled subsystems and is completely analogous to
the equations of thermal transfer with subsystem energies
playing the role of temperatures. Furthermore, note that
sinceσij ≥ 0, i 6= j, i, j = 1, ..., q, energy flows from more
energetic subsystems to less energetic subsystems which is
consistent with the second law of thermodynamics which
requires that heat (energy)must flow in the direction of
lower temperatures.

The next proposition is needed for developing expres-
sions for steady-state energy distributions of the large-scale
dynamical systemG with linear power balance equation
(77).

Proposition 5.1 ( [24]): Consider the large-scale dy-
namical systemG with power balance equation given by
(77). SupposeVs0 ≥≥ 0 and S(t) ≥≥ 0, t ≥ 0. Then the
solutionVs(t), t ≥ 0, to (77) is nonnegative for allt ≥ 0 if
and only if W is essentially nonnegative.

Next, we develop expressions for the steady-state energy
distribution for the large-scale dynamical systemG for
the cases where supplied system powerS(t) is a periodic
function with periodτ > 0; that is,S(t+τ) = S(t), t ≥ 0,
and S(t) is constant; that is,S(t) ≡ S. Define e(t) ,
Vs(t)− Vs(t + τ), t ≥ 0, and note that

ė(t) = We(t), e(0) = Vs(0)− Vs(τ), t ≥ 0. (80)

Hence, since

e(t) = eWt[Vs(0)− Vs(τ)], t ≥ 0, (81)

and W is semistable, it follows fromiv) of Lemma 2 of
[23] that

lim
t→∞

e(t) = lim
t→∞

[Vs(t)− Vs(t + τ)]

= (Iq −WW#)[Vs(0)− Vs(τ)], (82)

which represents a constant offset to the steady-state error
energy distribution in the large-scale dynamical systemG.
For the case whereS(t) ≡ S, τ → ∞ and hence the
following result is immediate. This result first appeared in
[23].

Proposition 5.2:Consider the large-scale dynamical sys-
temG with power balance equation given by (77). Suppose
that Vs0 ≥≥ 0 and S(t) ≡ S ≥≥ 0. Then Vs∞ ,
limt→∞ Vs(t) exists if and only ifS ∈ R(W ). In this case,

Vs∞ = (Iq −WW#)Vs0 −W#S (83)

andVs∞ ≥≥ 0. If, in addition,W is nonsingular, thenVs∞
exists for allS ≥≥ 0 and is given by

Vs∞ = −W−1S. (84)



Proof. Note that it follows from Lagrange’s formula that
the solutionVs(t), t ≥ 0, to (77) is given by

Vs(t) = eWtVs0 +
∫ t

0

eW (t−s)S(s)ds, t ≥ 0. (85)

Now, the result is a direct consequence of Proposition 5.1
and iv), vii), viii), andix) of Lemma 2 of [23].

Next, we specialize the result of Proposition 5.2 to
the case where there is no energy dissipation from each
subsystemGi of G; that is,σii = 0, i = 1, ..., q. Note that in
this caseeTW = 0 and hence rankW ≤ q−1. Furthermore,
if S = 0 it follows from (77) thateTV̇s(t) = eTWVs(t) =
0, t ≥ 0, and hence the total energy of the isolated large-
scale dynamical systemG is conserved.

Proposition 5.3:Consider the large-scale dynamical sys-
temG with power balance equation given by (77). Assume
rankW = q − 1, σii = 0, i = 1, ..., q, and We = 0. If
Vs0 ≥≥ 0 andS = 0, then the steady-state energy distribu-
tion Vs∞ of the isolated large-scale dynamical systemG is
given by

Vs∞ =

[
1
q

q∑

i=1

vsi0

]
e. (86)

Proof. The proof is similar to the proof of Theorem 3.4
with w(Vs) = WVs.

Finally, we examine the steady-state energy distribution
for the large-scale dynamical systemG in case of strong
coupling between subsystems; that is,σij →∞, i 6= j. For
this analysis we assume thatW given by (78) is symmetric;
that is, σij = σji, i 6= j, i, j = 1, ..., q, andσii > 0, i =
1, ..., q. Thus,−W is a nonsingularM -matrix for all values
of σij , i 6= j, i, j = 1, ..., q. Moreover, in this case it can
be shown that ifσij

σkl
→ 1 asσij → ∞, i 6= j, andσkl →

∞, k 6= l, then

lim
σij→∞, i 6=j

W−1 = − 1∑q
i=1 σii

eeT. (87)

Hence, in the limit of strong coupling the steady-state
energy distributionVs∞ given by (84) becomes

Vs∞ = lim
σij→∞, i 6=j

(−W−1S) =
[

eTS∑q
i=1 σii

]
e, (88)

which implies energy equipartition. This result first ap-
peared in [23].

VI. CONTINUUM THERMODYNAMICS

In this section we extend the results of Section III to the
case of continuous thermodynamic systems wherein the
subsystems are uniformly distributed over ann dimensional
space. Since these systems involve distributed subsystems
they are described by partial differential equations and
hence are infinite dimensional systems. Specifically, we
consider continuous dynamical systemsG defined over a
compact connected setV ⊂ Rn with a smooth (at least C1)
boundary∂V and volumeVvol. Furthermore, letX denote
a space of two-times continuously differentiable scalar
functions defined onV, let v(x, t), wherev : V×R+ → R+,
denote the energy density of the dynamical systemG at

the pointx , [x1, ..., xn]T ∈ V and time instantt ≥ t0, let
φ : V × R+ × Rn → Rn denote the system energy flow
within the continuumV; that is, φ(x, v(x, t),∇v(x, t)) =
[φ1(x, v(x, t),∇v(x, t)), ..., φn(x, v(x, t),∇v(x, t))]T,
where φi(·, ·, ·) denotes the energy flow through a unit
area per unit time in thexi direction for all i = 1, ..., n
and∇v(x, t) , [D1v(x, t), ..., Dnv(x, t)], x ∈ V , t ≥ t0,
denotes the gradient ofv(·, t) with respect to the spatial
variablex, and lets : V × R+ → R+ denote the energy
(heat) flow into a unit volume per unit time from sources
uniformly distributed overV. Hence, a power balance
equation over a unit volume within the continuumV
involving the rate of energy density change, the external
supplied power (heat flux), and the energy (heat) flow
within the continuum yields

∂v(x, t)
∂t

= −∇ · φ(x, v(x, t),∇v(x, t)) + s(x, t),

t ≥ t0, (89)
v(x, t0) = v0(x), x ∈ V,

φ(x, v(x, t),∇v(x, t)) · n̂(x) ≥ 0, x ∈ ∂V, t ≥ t0, (90)

where ∇ denotes the nabla operator,n̂(x) denotes the
outward normal vector to the boundary∂V (at x) of the set
V, “ ·” denotes the dot product inRn, andv0(·) ∈ X is a
given initial energy density distribution. The power balance
(conservation) equation (89) describes the time evolution
of the energy densityv(x, t) over the regionV while the
boundary condition in (90) involving the dot product implies
that the energy of the systemG can either be stored or
dissipated but not supplied through the boundary ofV.
Furthermore, we denote the energy density distribution over
the setV at time t ≥ t0 by vt ∈ X so that for each
t ≥ t0 the set of mappings generated byvt(x) ≡ v(x, t)
for every x ∈ V gives the flow ofG. We assume that the
functionφ(·, ·, ·) is continuously differentiable so that (89),
(90) admits a unique solutionv(x, t), x ∈ V, t ≥ t0, and
v(·, t) ∈ X , t ≥ t0, is continuously dependent on initial
energy density distributionv0(x), x ∈ V. It is well known
that if (89) is strictly parabolic, andv0(·) is a C2 function
with compact support and its derivative is sufficiently small
on [t0,∞), then the classical solution to (89), (90) breaks
down at a finite time. As a consequence of this, one may
only hope to find generalized (or weak) solutions to (89),
(90) over the semi-infinite interval[t0,∞), that is, L∞
functionsv(·, ·) that satisfy (89) in the sense of distributions.

As in Section III, to ensure a thermodynamically con-
sistent energy flow infinite dimensional model we require
the following axioms analogous to Axiomsi) and ii).
Axiom i)′: For every x ∈ V and unit vectoru ∈ Rn,
φ(x, vt(x),∇vt(x)) · u = 0 if and only if ∇vt(x)u = 0.
Axiom ii)′: For everyx ∈ V and unit vectoru ∈ Rn,
φ(x, vt(x),∇vt(x)) · u > 0 if and only if ∇vt(x)u < 0,
andφ(x, vt(x),∇vt(x)) ·u < 0 if and only if∇vt(x)u > 0.
Note that Axiomi)′ implies thatφi(x, vt(x),∇vt(x)) = 0
if and only if Divt(x) = 0, x ∈ V, i = 1, ..., n, while
Axiom ii)′ implies that φi(x, vt(x),∇vt(x))Divt(x) ≤
0, x ∈ V, i = 1, ..., n, which further implies that
∇vt(x)φ(x, vt(x),∇vt(x)) ≤ 0, x ∈ V; that is, energy
(heat) flows from regions of higher to lower energy densi-
ties. If s(x, t) ≡ 0, then Axiomsi)′ andii)′ along with the
fact thatφ(x, v(x, t),∇v(x, t)) · n̂(x) ≥ 0, x ∈ ∂V, t ≥ t0,
imply that at a given instant of time the energy of the
dynamical systemG can only be transported, stored, or
dissipated but not created. Next, we establish the classical
Clausius inequality for our thermodynamically consistent



infinite dimensional energy flow model given by (89),
(90). For the remainder of this sectiondV represents an
infinitesimal volume element ofV, SV denotes the surface
enclosingV and dSV denotes an infinitesimal boundary
element.

Proposition 6.1:Consider the dynamical systemG with
the power balance equation (89), (90) and assume that
Axiom ii)′ holds. Then, for every initial energy density
distribution v0(·) ∈ X , tf ≥ t0, ands(t), t ∈ [t0, tf ], such
that vtf (x) ≡ v0(x),
∫ tf

t0

∫

V

s(x, t)
c + v(x, t)

dV dt

−
∫ tf

t0

∫

∂V

φ(x, v(x, t),∇v(x, t)) · n̂(x)
c + v(x, t)

dSV dt ≤ 0, (91)

wherec > 0 and v(x, t), x ∈ V, t ≥ t0, is the solution to
(89), (90).

Proof. It follows from the Green-Gauss theorem and
Axiom ii)′ that
∫ tf

t0

∫

V

s(x, t)
c + v(x, t)

dVdt

−
∫ tf

t0

∫

∂V

φ(x, v(x, t),∇v(x, t)) · n̂(x)
c + v(x, t)

dSVdt

=
∫ tf

t0

∫

V

∂v(x,t)
∂t +∇ · φ(x, v(x, t),∇v(x, t))

c + v(x, t)
dVdt

−
∫ tf

t0

∫

∂V

φ(x, v(x, t),∇v(x, t)) · n̂(x)
c + v(x, t)

dSVdt

=
∫

V
loge

(
c + v(x, tf)
c + v0(x)

)
dV

+
∫ tf

t0

∫

∂V

φ(x, v(x, t),∇v(x, t)) · n̂(x)
c + v(x, t)

dSVdt

+
∫ tf

t0

∫

V

∇v(x, t)φ(x, v(x, t),∇v(x, t))
(c + v(x, t))2

dVdt

−
∫ tf

t0

∫

∂V

φ(x, v(x, t),∇v(x, t)) · n̂(x)
c + v(x, t)

dSVdt

=
∫ tf

t0

∫

V

∇v(x, t)φ(x, v(x, t),∇v(x, t))
(c + v(x, t))2

dVdt

≤ 0, (92)

which proves the result.

Next, we give the entropy definition for continuous
dynamical systems.

Definition 6.1: For the dynamical systemG with the
power balance equation (89), (90), the functionS : X → R
satisfying

S(vt2) ≥ S(vt1) +
∫ t2

t1

q(t)dt, (93)

for all s(t), t ≥ t0, andt2 ≥ t1 ≥ t0, where

q(t) ,
∫

V

s(x, t)
c + v(x, t)

dV

−
∫

∂V

φ(x, v(x, t),∇v(x, t)) · n̂(x)
c + v(x, t)

dSV (94)

andc > 0, is called theentropyof G.

Theorem 6.1:Consider the dynamical systemG with the
power balance equation (89), (90) and assume that Axiom
ii)′ holds. Then the functionS : X → R given by

S(vt) =
∫

V
loge(c + vt(x))dV − Vvol loge c, (95)

is an entropy function forG.

Proof. It follows from the Green-Gauss theorem, Axiom
ii)′, and (95) that

Ṡ(vt) =
∫

V

1
c + v(x, t)

∂v(x, t)
∂t

dV

=
∫

V

(−∇ · φ(x, v(x, t),∇v(x, t)) + s(x, t))
c + v(x, t)

dV

= −
∫

V

∇v(x, t)φ(x, v(x, t),∇v(x, t))
(c + v(x, t))2

dV

−
∫

∂V

φ(x, v(x, t),∇v(x, t)) · n̂(x)
c + v(x, t)

dSV

+
∫

V

s(x, t)
c + v(x, t)

dV
≥ q(t). (96)

Now, integrating (96) over[t1, t2] yields (93).

Next, we establish a dual inequality to inequality (91)
that is satisfied for our thermodynamically consistent energy
flow model.

Proposition 6.2:Consider the dynamical systemG with
the power balance equation (89), (90) and assume that
Axiom ii)′ holds. Then, for every initial energy density
distribution v0(·) ∈ X , tf ≥ t0, ands(t), t ∈ [t0, tf ], such
that vtf (x) ≡ v0(x),
∫ tf

t0

∫

V
v(x, t)s(x, t)dVdt

−
∫ tf

t0

∫

∂V
v(x, t)φ(x, v(x, t),∇v(x, t)) · n̂(x)dSVdt

≥ 0, (97)

wherev(x, t), x ∈ V, t ≥ t0, is the solution to (89), (90).

Proof. It follows from the Green-Gauss theorem and
Axiom ii)′ that

∫ tf

t0

∫

V
v(x, t)s(x, t)dVdt

−
∫ tf

t0

∫

∂V
v(x, t)φ(x, v(x, t),∇v(x, t)) · n̂(x)dSVdt

=
∫ tf

t0

∫

V
v(x, t)

∂v(x, t)
∂t

dVdt

+
∫ tf

t0

∫

V
v(x, t)∇ · φ(x, v(x, t),∇v(x, t))dVdt

−
∫ tf

t0

∫

∂V
v(x, t)φ(x, v(x, t),∇v(x, t)) · n̂(x)dSVdt

=
∫

V

[
1
2v2(x, tf)− 1

2v2
0(x)

]
dV



+
∫ tf

t0

∫

∂V
v(x, t)φ(x, v(x, t),∇v(x, t)) · n̂(x)dSVdt

−
∫ tf

t0

∫

V
∇v(x, t)φ(x, v(x, t),∇v(x, t))dVdt

−
∫ tf

t0

∫

∂V
v(x, t)φ(x, v(x, t),∇v(x, t)) · n̂(x)dSVdt

= −
∫ tf

t0

∫

V
∇v(x, t)φ(x, v(x, t),∇v(x, t))dVdt

≥ 0, (98)

which proves the result.

Definition 6.2: For the dynamical systemG with the
power balance equation (89), (90), the functionE : X → R
satisfying

E(vt2) ≤ E(vt1) + Vvol

∫ t2

t1

q̂(t)dt, (99)

for all s(t), t ≥ t0, andt2 ≥ t1 ≥ t0, where

q̂(t) ,
∫

V
v(x, t)s(x, t)dV

−
∫

∂V
v(x, t)φ(x, v(x, t),∇v(x, t)) · n̂(x)dSV ,(100)

is called theectropyof G.

Theorem 6.2:Consider the dynamical systemG with the
power balance equation (89), (90) and assume that Axiom
ii)′ holds. Then the functionE : X → R given by

E(vt) =
Vvol

2

∫

V
v2

t (x)dV, (101)

is an ectropy function forG.

Proof. It follows from the Green-Gauss theorem, Axiom
ii)′, (90), and (101) that

Ė(vt) = Vvol

∫

V
v(x, t)

∂v(x, t)
∂t

dV

= −Vvol

∫

V
v(x, t)∇ · φ(x, v(x, t),∇v(x, t))dV

+Vvol

∫

V
v(x, t)s(x, t)dV

= −Vvol

∫

∂V
v(x, t)φ(x, v(x, t),∇v(x, t)) · n̂(x)dSV

+Vvol

∫

V
∇v(x, t)φ(x, v(x, t),∇v(x, t))dV

+Vvol

∫

V
v(x, t)s(x, t)dV

≤ Vvolq̂(t). (102)

Now, integrating (102) over[t1, t2] yields (99).

Inequality (93) is precisely Clausius’ inequality for re-
versible and irreversible thermodynamics as applied to
infinite dimensional systems; while inequality (99) is an
anti Clausius inequality that shows that a thermodynami-
cally consistent infinite dimensional dynamical system is
dissipative with storage function corresponding to the sys-
tem ectropy. In addition, note that it follows from (93)

that infinitesimal increment in the entropy ofG over the
infinitesimal time intervaldt satisfies

dS(vt) ≥
[∫

V

s(x, t)
c + v(x, t)

dV
]

dt

−
[∫

∂V

φ(x, v(x, t),∇v(x, t)) · n̂(x)
c + v(x, t)

dSV
]

dt, (103)

where the shifted energy densityc+vt(x) plays the role of
(absolute) temperature at the spatial coordinatex and time
t. For an isolated dynamical systemG; that is,s(x, t) ≡ 0
and φ(x, v(x, t),∇v(x, t)) · n̂(x) ≡ 0, x ∈ ∂V, (93) and
(99) yield the fundamental inequalities

S(vt2) ≥ S(vt1), t2 ≥ t1, (104)

and

E(vt2) ≤ E(vt1), t2 ≥ t1. (105)

Hence, for an isolated infinite dimensional systemG the
entropy increases if and only if the ectropy decreases. It is
important to note that (105) also holds in the case where
φ(x, v(x, t),∇v(x, t)) · n̂(x) /≡ 0, x ∈ ∂V, whereas (104)
does not necessarily hold in that case.

The next theorem shows that the infinite dimensional
thermodynamic energy flow model has convergent flows
to Lyapunov stable uniform equilibrium energy density
distributions determined by the system initial energy den-
sity distribution. However, since our continuous dynamical
systemG is defined on the infinite dimensional spaceX ,
bounded orbits ofG may not lie in a compact subset of
X which is crucial to being able to invoke the invariance
principle for infinite dimensional dynamical systems [46].
This is in contrast to the dynamical systemG considered in
the previous sections arising from a power balance (ordinary
differential) equation defined on a finite dimensional space
Rq

+ wherein local boundedness of an orbit ofG ensures
that the orbit belongs to a compact subset ofRq

+. Hence,
to ensure that bounded orbits ofG lie in compact sets we
construct a larger spaceH ⊃ X as a Sobolev space so
that by the Sobolev embedding theorem [47], [48] there
exists a Banach spaceB ⊃ H such that the unit ball in
H belongs to a compact set inB; that is,H is compactly
embeddedin B. In this case, it follows from Lemma 3
of [46] that a bounded orbit of the dynamical systemG
defined onH has a nonempty compact, connected invariant
omega limit set inB. For the next result, the L2 operator
norm ‖ · ‖L2 on X is used for the definitions of Lyapunov,
semi, and asymptotic stability. Furthermore, we introduce
the Sobolev spacesW1

2 (V) , {vt : V → R : vt ∈
C1(V) ∩ L2(V), (∇vt)T ∈ L2(V)}co andW0

2 (V) , {vt :
V → R : vt ∈ C0(V) ∩ L2(V)}co ≡ L2(V), where{·}co
denotes completion of{·} in L2 in the sense of [48], with
norms

‖vt‖W1
2

,
[∫

V

(
v2

t (x) +∇vt(x) (∇vt(x))T
)

dV
] 1

2

,

(106)

‖vt‖W0
2

, ‖vt‖L2 =
[∫

V
v2

t (x)dV
] 1

2

, (107)

defined onW1
2 (V) and W0

2 (V), respectively, where the
gradient∇vt(x) in (106) is interpreted in the sense of
a generalized gradient [48]. Note that since the solutions
to (89), (90) are assumed to be two-times continuously



differentiable functions on a compact setV, it follows that
vt(x), t ≥ t0, belongs to bothW1

2 (V) andW0
2 (V).

Theorem 6.3:Consider the dynamical systemG with
power balance equation (89), (90) withs(x, t) ≡ 0 and
φ(x, v(x, t),∇v(x, t)) · n̂(x) ≡ 0, x ∈ ∂V. Assume that
Axioms i)′, ii)′ hold and

∇2vt(x)∇ · φ(x, vt(x),
∂

∂x
vt(x)) ≤ 0,

x ∈ V, vt ∈ W1
2 (V), (108)

where∇2 , ∇·∇ denotes the Laplacian operator. Then for
everyα ≥ 0, v(x, t) ≡ α is a semistable equilibrium state
of (89), (90). Furthermore,v(x, t) → 1

Vvol

∫
V v0(x)dV as

t →∞ for every initial energy density distributionv0(·) ∈
W1

2 (V) and everyx ∈ V; moreover, 1
Vvol

∫
V v0(x)dV is

a semistable equilibrium distribution state of (89), (90).
Finally, if s(x, t) ≡ 0 and there exists at least one point
xp ∈ ∂V such thatφ(xp, vt(xp),∇vt(xp)) · n̂(xp) > 0
and φ(xp, vt(xp),∇vt(xp)) · n̂(xp) = 0 if and only if
vt(xp) = 0, then the zero solutionv(x, t) ≡ 0 to (89),
(90) is a globally asymptotically stable equilibrium state of
(89), (90).

Proof. It follows from Axiom i)′ thatv(x, t) ≡ α, α ≥ 0,
is an equilibrium state for (89), (90). To show Lyapunov
stability of the equilibrium statev(x, t) ≡ α consider the
system shifted ectropyEs(vt) = 1

2

∫
V(vt(x) − α)2dV =

1
2‖vt − α‖2L2

as a Lyapunov function candidate. Now, it
follows from the Green-Gauss theorem and Axiomii)′ that

Ės(vt) =
∫

V
(v(x, t)− α)

∂v(x, t)
∂t

dV

= −
∫

V
v(x, t)∇ · φ(x, v(x, t),∇v(x, t))dV

+α

∫

V
∇ · φ(x, v(x, t),∇v(x, t))dV

=
∫

V
∇v(x, t)φ(x, v(x, t),∇v(x, t))dV

−
∫

∂V
v(x, t)φ(x, v(x, t),∇v(x, t)) · n̂(x) dSV

+α

∫

∂V
φ(x, v(x, t),∇v(x, t)) · n̂(x) dSV

=
∫

V
∇v(x, t)φ(x, v(x, t),∇v(x, t))dV

≤ 0, (109)

which establishes Lyapunov stability of the equilibrium
statev(x, t) ≡ α.

Next, to show semistability of this equilibrium state,
consider the following (scaled) ectropy and ectropy-like
Lyapunov functions

E0(vt) = ‖vt‖2W0
2
, vt ∈ W0

2 (V), (110)

E1(vt) = ‖vt‖2W1
2
, vt ∈ W1

2 (V). (111)

It follows from (99) with s(x, t) ≡ 0 that E0(vt) is a
nonincreasing function of time for allv0(·) ∈ W0

2 (V).
Furthermore, it follows from the Green-Gauss theorem and
the boundary conditionφ(x, v(x, t),∇v(x, t)) · n̂(x) ≡ 0,

x ∈ ∂V, that

1
2 Ė1(vt) =

∫

V
v(x, t)

∂v(x, t)
∂t

dV

+
∫

V
∇v(x, t)

∂

∂t
(∇v(x, t))T dV

=
∫

V
∇v(x, t)φ(x, v(x, t),∇v(x, t))dV

−
∫

∂V
v(x, t)φ(x, v(x, t),∇v(x, t)) · n̂(x) dSV

+
∫

∂V

∂v(x, t)
∂t

Dn̂(x)v(x, t) dSV

+
∫

V
∇2v(x, t)∇ · φ(x, v(x, t),∇v(x, t))dV

=
∫

V
∇v(x, t)φ(x, v(x, t),∇v(x, t))dV

+
∫

∂V

∂v(x, t)
∂t

Dn̂(x)v(x, t) dSV

+
∫

V
∇2v(x, t)∇ · φ(x, v(x, t),∇v(x, t))dV,

(112)

whereDn̂(x)v(x, t) , ∇v(x, t)n̂(x) denotes the directional
derivative of v(x, t) along n̂(x) at x ∈ ∂V. Next, note
that for the isolated dynamical systemG with the boundary
condition φ(x, v(x, t),∇v(x, t)) · n̂(x) ≡ 0, x ∈ ∂V, it
follows from Axiom i)′, with u = n̂(x), thatDn̂(x)v(x, t) ≡
0, x ∈ ∂V. Hence, it follows from Axiom ii)′, (108),
and (112) thatĖ1(vt) ≤ 0, t ≥ t0, for any v0(·) ∈
W1

2 (V). Furthermore, since the functionsE1(vt) andE0(vt)
are nonincreasing and bounded from below by zero, it
follows that E1(vt) and E0(vt) are bounded functions for
every v0(·) ∈ W1

2 (V). This implies that the positive orbit
γ+(v0) , {v(x, t) : x ∈ V, t ∈ [t0,∞)} of G is bounded
in W1

2 (V) for all v0(·) ∈ W1
2 (V). Hence, sinceW1

2 (V) is
compactly embedded inW0

2 (V), it follows from Sobolev’s
embedding theorem [47], [48] thatγ+(v0) is contained in
a compact subset ofW0

2 (V). Next, define the setsDW1
2

=
{vt ∈ W1

2 (V) : E1(vt) < η} andDW0
2

= {vt ∈ W0
2 (V) :

E0(vt) < η} for some arbitraryη > 0. Note thatDW1
2

andDW0
2

are invariant sets with respect to the dynamical
systemG. Moreover, it follows from the definition ofE1(vt)
andE0(vt) thatDW1

2
andDW0

2
are bounded sets inW1

2 (V)
and W0

2 (V), respectively. Next, letR , {vt ∈ DW0
2

:
Ė0(vt) = 0} = {vt ∈ DW0

2
: ∇vt(x)φ(x, vt(x),∇vt(x)) =

0, x ∈ V}. Now, it follows from Axioms i)′ and ii)′
that R = {vt ∈ DW0

2
: ∇vt(x) = 0, x ∈ V} or

R = {vt ∈ W0
2 (V) : vt(x) ≡ σ, 0 ≤ σ ≤

√
η
Vvol

};
that is,R is the set of uniform energy density distributions
which are the equilibrium states of (89), (90). Since the set
R consists of only the equilibrium states of (89), (90), it
follows that the largest invariant setM contained inR is
given byM = R. Hence, noting thatM belongs to the set
of generalized (or weak) solutions to (89), (90) defined on
R, it follows from Theorem 3 of [46] that for any initial
energy density distributionv0(·) ∈ DW1

2
, v(x, t) → M

as t → ∞ with respect to the norm‖ · ‖W0
2

and hence
v(x, t) ≡ α is a semistable equilibrium state of (89), (90).



Moreover, sinceη > 0 can be arbitrarily large but finite
and E1(vt) is radially unbounded, the previous statement
holds for all v0(·) ∈ W1

2 (V). Next, note that since, by the
divergence theorem,
∫

V

∂v(x, t)
∂t

dV = −
∫

V
∇ · φ(x, v(x, t),∇v(x, t))dV

= −
∫

∂V
φ(x, v(x, t),∇v(x, t)) · n̂(x) dSV

= 0, (113)

it follows that
∫
V v(x, t)dV =

∫
V v0(x)dV, t ≥ t0, which

implies thatv(x, t) → 1
Vvol

∫
V v0(x)dV as t →∞.

Finally, we show that ifs(x, t) ≡ 0 and there exists at
least one pointxp ∈ ∂V such thatφ(xp, vt(xp),∇vt(xp)) ·
n̂(xp) > 0 and φ(xp, vt(xp),∇vt(xp)) · n̂(xp) = 0 if and
only if vt(xp) = 0, then the zero solutionv(x, t) ≡ 0 to
(89), (90) is a globally asymptotically stable equilibrium
state. Note that it follows from the above analysis with
α = 0 that the zero solutionv(x, t) ≡ 0 is semistable
and hence a Lyapunov stable equilibrium state of (89),
(90). Furthermore, it follows from Axiomii)′ that if
Dn̂(xp)v(xp, t) > 0 for xp ∈ ∂V and somet ≥ t0,
then the energy density decreases at this point; that is,
∂v(xp,t)

∂t < 0 and Dn̂(xp)v(xp, t)∂v(xp,t)
∂t < 0. Alterna-

tively, if Dn̂(xp)v(xp, t) < 0, then ∂v(xp,t)
∂t > 0 and

Dn̂(xp)v(xp, t)∂v(xp,t)
∂t < 0. Thus, it follows from Axiom

ii)′, (108), and (112) thatE1(vt) is a nonincreasing function
of time for all v0(·) ∈ W1

2 (V) and sinceE1(vt) is bounded
from below by zero, the positive orbitγ+(v0) of G is
bounded inW1

2 (V). Hence, sinceW1
2 (V) is compactly

embedded inW0
2 (V) it follows from Sobolev’s embedding

theorem [47], [48] thatγ+(v0) is contained in a compact
subset ofW0

2 (V). Next, consider the (scaled) ectropy Lya-
punov functionE0(vt) and note that the Lyapunov derivative
is given by

1
2 Ė0(vt) =

∫

V
v(x, t)

∂v(x, t)
∂t

dV

= −
∫

V
v(x, t)∇ · φ(x, v(x, t),∇v(x, t))dV

=
∫

V
∇v(x, t)φ(x, v(x, t),∇v(x, t))dV

−
∫

∂V
v(x, t)φ(x, v(x, t),∇v(x, t)) · n̂(x) dSV

≤ 0. (114)

Furthermore, letR , {vt ∈ DW0
2

: Ė0(vt) = 0} = {vt ∈
DW0

2
: ∇vt(x)φ(x, vt(x),∇vt(x)) ≡ 0, x ∈ V} ∩ {vt ∈

DW0
2

: φ(x, vt(x),∇vt(x)) · n̂(x) = 0, x ∈ ∂V}. Now,
since Axioms i)′ and ii)′ hold, R = {vt ∈ DW0

2
:

∇vt(x) = 0, x ∈ V } ∩ {vt ∈ DW0
2

: vt(xp) =
0 for somexp ∈ ∂V} = {0} and the largest invariant set
M contained inR is given byM = {0}. Hence, it follows
from Theorem 3 of [46] that for any initial energy density
distribution v0(·) ∈ DW1

2
, v(x, t) → M = {0} as t → ∞

with respect to the norm‖ · ‖W0
2

which, sinceη > 0 is
arbitrary andE1(vt) is radially unbounded, proves global
asymptotic stability of the zero equilibrium state of (89),
(90).

Remark 6.1:Condition (108) physically implies that for
an energy density distributionvt(x), x ∈ V, the energy
flow φ(x, vt(x),∇vt(x)) at x ∈ V is proportional to the
energy density at this point. Note that for a linear energy
flow model; that is,φ(x, vt(x),∇vt(x)) = −k [∇vt(x)]T,
wherek > 0 is a conductivity constant, condition (108) is
automatically satisfied with−k[∇2vt(x)]2 ≤ 0, x ∈ V.

Finally, we give an analogous proposition to Proposition
3.7 for infinite dimensional systems.

Proposition 6.3:Consider the dynamical systemG with
power balance equation (89), (90), letE : X → R andS :
X → R denote the ectropy and entropy ofG and be given
by (95) and (101), respectively, and defineDc , {vt ∈ X :∫
V vt(x)dV = β}, whereβ ≥ 0. Then,

arg min
vt∈Dc

(E(vt)) = arg max
vt∈Dc

(S(vt)) = v∗t =
β

Vvol
. (115)

Furthermore,Emin , E(v∗t ) = β2

2 and Smax , S(v∗t ) =
Vvol[loge(c + β

Vvol
)− loge c].

Proof. The proof is similar to the proof of Proposition
3.7 and hence is omitted.

We close this section by noting that the results of this
section can be easily generalized to the case where the
energy density at a pointx ∈ V is proportional to the
temperature; that is,̂T (x, t) = β(x)v(x, t), whereT̂ (x, t) is
the (empirical) temperature distribution over the continuum
andβ(x) is the reciprocal of the specific heat at the spatial
coordinatex. In this case, analogous results to the results of
Section IV can be easily derived for the infinite dimensional
thermodynamic model. Finally, it is important to note
that the results of this section apply to an arbitrary (not
necessarily Cartisian)n-dimensional space. In particular,
we could consider a coordinate transformationy = Y (x),
whereY (0) = 0 andY : V → Rn is a diffeomorphism in
the neighborhood of the origin, so thaty is defined on the
image ofV ⊂ Rn underY . In this case however, the nabla
and gradient operators need to be redefined appropriately.

VII. C ONCLUSION

In this paper we have attempted to outline a general sys-
tem theory framework for thermodynamics. The proposed
macroscopic mathematical model is based on a nonlinear
(finite and infinite dimensional) compartmental dynamical
system model that is characterized by energy conservation
laws capturing the exchange of energy between coupled
macroscopic subsystems. Specifically, using a large-scale
systems perspective, we developed some of the fundamental
properties of irreversible thermodynamic systems involving
conservation of energy, nonconservation of entropy and
ectropy, and energy equipartition. This model is formulated
in the language of dynamical systems and control theory
and it is argued that it offers conceptual advantages for
describing general thermodynamic systems.

The underlying intension of this paper has been to present
one of the most useful and general physical branch of
science in the language of dynamical systems theory. The
laws of thermodynamics reign supreme among the laws of
Nature and it is hoped that this paper will help to stimulate
increased interaction between physicists and dynamical sys-
tems and control theorists. Besides the fact that irreversible
thermodynamics plays a critical role in the understanding of



our expanding universe, it forms the underpinning of several
fundamental life science and engineering disciplines includ-
ing biological, physiological, and pharmocological systems,
chemical reaction systems, queuing systems, ecological
systems, demographic systems, telecommunication systems,
transportation systems, network systems, and power systems
to cite but a few examples.

Finally, future work will involve system-theoretic formu-
lations of microscopic theories of irreversible thermody-
namics and nonequilibrium statistical mechanics and sta-
tistical quantum mechanics. The newly developed notion
of ectropy proposed in this paper involving an analytical
description of an objective property of matter can potentially
offer a conceptual advantage over the several subjective
quantum expressions for entropy proposed in the literature
(e.g., Daŕoczy entropy, Hartley entropy, Rényi entropy, von
Neumann entropy, infinite-norm entropy) involving a mea-
sure of information. An even more important benefit of the
dynamical system representation of thermodynamics is the
potential of developing a unified classical or quantum theory
which encompasses both mechanics and thermodynamics
without the need for statistical (subjective or informational)
probabilities.
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