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Abstract— This paper presents a model for distrib uted
feedback systemsthat operate at almost identical sampling
rates. A Toeplitz model approach is used in order to capture
the effect of small synchronization errors. In previous works,
a similar model wasusedto formulate necessaryand sufficient
stability conditions, under the simplifying assumptionthat the
fr equency ratios of the subsystemsinvolved have a special
rational form. In this sequel this assumption is lifted, by
proposinga factorization of the feedbackmatrix that holds for
arbitrary clock fr equency ratios. This factorization property
constitutes the first necessarystep towards the generalization
of the previous stability resultsto the generalcaseof arbitrary
clock fr equencyratios. Furthermor e, this generalization may
enablethe derivation of simplestability and robustnesscriteria
in the presenceof time-varying uncertain synchronization
errors. This paper presentsa model for distrib uted feedback
systems that operate at almost identical sampling rates. A
Toeplitz model approach is used in order to capture the
effect of small synchronization errors. In previous works, a
similar model was used to formulate necessaryand sufficient
stability conditions, under the simplifying assumptionthat the
fr equency ratios of the subsystemsinvolved have a special
rational form. In this sequel this assumption is lifted, by
proposinga factorization of the feedbackmatrix that holds for
arbitrary clock fr equency ratios. This factorization property
constitutes the first necessarystep towards the generalization
of the previous stability resultsto the generalcaseof arbitrary
clock fr equencyratios. Furthermor e, this generalization may
enablethe derivation of simplestability and robustnesscriteria
in the presenceof time-varying uncertain synchronization
errors.

I . INTRODUCTION

In classicaldiscrete-timesystems,it is oftenassumedthat
all systemcomponentshave the sameclock frequency, and
areworking synchronously[1], [2]. However, in distributed
andnetworkedsystems,differentcomputersalwaysoperate
at different clock frequencies,even though they might
only differ very slightly from eachother. The problemof
synchronizationhasthereforereceiveda lot of attentionbut
mostwork approachesthe problemfrom a communication
viewpoint [3], [4]. There have been a small number of
results that consider the synchronizationproblem from
a systemtheoretic viewpoint [5-9], but most results are
basedon the assumptionof a rational frequency ratio.
This paper takes a Toeplitz matrix approachto the syn-
chronizationproblembetweentwo communicatingsystems.
The paperbuilds on previous results [7], [8] on Toeplitz
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matrix basedmodelsandlifts the unrealisticassumptionof
clock frequency ratioshaving a specialrational form. This
generalizationof the Toeplitz model is a first steptowards
thederivationof stability conditionsfor distributedsystems
with uncertainnon-identicalclock frequencies.

This paperis structuredasfollows: section2 introducesa
modelfor the caseof two interconnecteddiscrete-timesys-
temswith arbitrarynon-identicalclock frequencies.Section
3 presentsa timing model for the switching instantsof the
two systems.A Toeplitz matrix basedapproachto model
the overall systemdynamicsis introduced.In section4, a
factorizationproperty of the Toeplitz model is proposed.
Finally someconcludingremarksaregiven in section5.

I I . MODEL FOR ASYNCHRONOUS DISCRETE-TIME

FEEDBACK SYSTEMS

A. Notations

Figure1 shows a closedloop with two LTI discrete-time
systemsthat are working asynchronously. The systemin
the forward pathhasthe clock period

���
, while the one in

the feedbackpathoperateswith a clock period
���

.
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Fig. 1. Closedloop containingtwo asynchronouslyworking discretetime
systems

Due to the different clock periods it is necessaryto
introducetwo variables� � and � � in the frequency domain:

���	��

� ����� � ��� ��� (1)

( � : LaplaceTransformvariables).The transferfunctions
for theLTI systemin theforwardpathandthefeedbackpath
are denotedby ����� ��� and ����� � � respectively. !"��� ��� and# ��� ��� standfor theZ transformsof theinput andoutputse-
quencesof theclosedloop respectively.

#%$ ��� � � and & $ ��� � �
correspondto the input andoutputsequencetransformsof



system����� � � , respectively. Finally we assumethattheratio
of the clock periodssatisfies:�'�

�(� ���*) �+ (2)

where + is no longer an integer as it was the casefor
previous works [8], [9]. This paperextendstheseprevious
resultsto arbitraryreal parameters+-, � . Furthermoreit is
assumedthat both clocksrun with an offset at the origin of.
, which preventsthemfrom producingcoincidingsamples

at /0�21 . Thereforethe clocks in system1 and 2 tick at
time instantsdefinedby:

/ � ��3 � ��3 � � � 35476 (3)

/ � ��3 � �83 �(�:9 . � 3;4<6 (4)

I I I . TOEPLITZ APPROACH TO SYNCHRONIZATION

A. Matrix Representation for the Forward Path
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Fig. 2. Forward link: system1

This sectionbriefly presentstheToeplitzmodelapproach
introducedin [8]. It canbe shown that the matrix represen-
tation of any causaldiscretetime-variant linear systemcan
be obtainedfrom its impulseresponseas follows:

�>=0��? @BA �DC ��E F C �HGJI �LK � E F
K = (5)

MON , 1 , where @��J3 � 3�P � � @���3 � 3QP � ��1 RTSVU 3XW23QP
representsthe systemresponseto a unit pulseat 3Y�Z3QP .
The input/outputrelationshipbetweenthe signals !"��� ���[9&"��� �\� and

# �J� �\� in Figure 2, can be fully determinedby
a matrix representationas in (5). In this case,matrix �:=
is in Toeplitz form, due to the fact that the input/output
relationshipis linear, time-invariant:

�>=0�
@ P@ � @]P ^
...

...
. . .

@_=`C � abaca @ � @dP
�

(6)

where eV@��gf\�DhOP are the coefficients of the impulse re-
sponseof �"�J� �\� . �:= admitsa simplefactorizationinto two
Toeplitz matriceswith a few non-zeroentriesas follows:

i �>=0��j A �kG= ��l A �kG= � C � ����l A �kG= � C � j A �kG= (7)

with

j A �kG= �
N A �kGP 0 ... ... ... ... 0NmA �kG� N�A �HGP .. . ^ ...

...
. . .

.. .
. . .

...N A �HGnpo . . .
.. .

. . .
. ..

...

1 . . .
.. .

. . .
. ..

. . .
...

...
. . .

N A �HGnqo ...
N A �HG� N A �kGP 1

1 ... 1 N A �HGnqo ...
N A �kG� N A �kGP

(8)

l A �kG= �
r A �HGP 0 ... ... ... ... 0r A �HG� rOA �kGP .. . ^ ...

...
.. .

.. .
.. .

...r A �HG= o .. .
.. .

.. .
.. .

...

1 .. .
.. .

.. .
.. .

. . .
...

...
.. .

r A �kG= o ...
r A �kG� r A �kGP 1

1 ... 1 r A �HG= o ...
r A �kG� r A �kGP

�
(9)

where
N A �HG� ��� �81 � abaca �Js �

and
r A �HG� �J� �81 � abaca � N � , are the

coefficientsof the transferfunction ����� C � � :
����� C � � �

N A �kGP 9tababa_9 N A �kGnpo � C nqorOA �kGP 9uabaca_9 rOA �HG= o � CB= o (10)

B. Matrix Representation for the feedback path

In this sectionwe derive the matrix operatorthat repre-
sentsthe linear relationshiparising in the feedbacklink.
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Fig. 3. Feedbacklink: serialconnectionof subsamplinginterface,system
2 andoversamplinginterface

�p= is definedasthematrix thatrelatesthefirst
N

samples# =v�w? x�P acaba x =yC � I � of the sequenceeVx zOf to the first k
samplesof thesequence!{z , !{z;��? |TP abaca |�=`C � I � asfollows:



&�=0���}= # = (11)

where,

�}=0�~ �H1 � 1 � ^
...

. ..~ � � )�� � 1 � ~ �b�p)�� � �p)�� �
...

.. .~ � N )�� � 1 � ababa ~ � N )�� � � � h(n-1,n-1)
(12)

� , � i ~ � ��� � � �t1 ����� �5476 (13)

Due to the serial connectionof the sub-samplingin-
terface,system2, and over-samplinginterface,the overall
feedbacklink is linear, but no longer time-invariant. This
meansthat the input/outputrelationshipcan no longer be
describedby a transferfunctionor a time-invariantimpulse
response.As a replacementfor the systemdescriptionwe
can usea matrix operatorthat is obtainedfrom the time-
varying impulseresponseasin equation(5). (In retrospect,
this motivates our introduction of a matrix operator for
the forward path.)Therefore,we needto derive an explicit
formulation for the feedbacklink time-varying impulsere-
sponse

~ � N � N P ��� = E =��Q��� , which relatessequenceseVx =Tf�=`���
to e�

=Tf�=`��� (seefigure 1). This is madepossiblethanksto
the following Theorem:

Theorem 1:

The time-varying discrete-time impulse response~ � N � N P ��� = E =���� P , which relates sequenceseVx =Tf�=B�_P anded
�=(f\=��_P throughthe feedbacklink in figure 1, satisfies:

~ � � )�� � �p)�� � � ~ z A � E FDG � M ��� �54X� (14)

where

3B� ��� � � � )}� , if ���b�p)�� � � o�Q� )���Q�d� �2�c� � o�Q� )���Q�d�
� � )�� � � o�Q� )���Q� ) ���p)�� � � o�Q� )���Q� , else

and e ~ =Tf�=B�_P is theimpulseresponseof thesystemin the
feedbackpath ����� � � , with theconvention

~ =0�t1 � M`N W�1 .�
Proof:
The proof of this theoremconsistsin two steps.Each

stepdistinguishesbetweentwo possiblecasesafter a unit
impulse is sent to the input of the feedbacklink at /�PY����B)}� ���'� (i.e. x[��/ � �8�]�b/Q)m/�P � ). Theimpulseeithergenerates
an output, or it is discardedby the system.The first step
consistsin identifying underwhich circumstancessamples
of thesequenceeLx =(f\=��_P arediscardedby thefeedbacklink.
In other words, it identifies the valuesof � for which the
sampleseVx F C � f do not contributeto thesequenceed

=Tf�=`��� .

As a result the ����� columnsof the � = matrix will be all
zero-valued.Let’ s first assumethattheimpulseis discarded
by the system.In that case,system1 must have switched
beforesystem2, erasingthe impulsethat waspostedat /�P
(this is only possiblebecauseof the assumption

�'� W �(�
).

In other terms: the switching instantsof system1, /�P and/�P 9t���
will be most immediately followed by the same

switchinginstantof system2. Theswitchinginstant/ � �J3 � of
system2 thatmostimmediatelyfollows anarbitraryinstant/ canbe computedby:

�;�c� eL/ � ��3 ��� / � ��3 ��� /�f}� /	) .
�(� �(�:9 .

Now, we usethis equationto translatethe fact that two
consecutive switching instantsof system1, / � ���%)�� � and/ � �b� � will be immediatelyfollowed by the sameswitching
instantof system2:

�;�b� eV/ � �J3 ��� / � ��3 ��� / � ���*)�� � fp� �;�b� eV/ � ��3 ��� / � �J3 ��� / � �b� � f
���p)�� �

�'�
�(� )

.
�(� 9 . � �

�'�
�(� )

.
�(� 9 .

Thereforesystem1 will switch twice, at /"�2���")�� ���'�
and /���� ��� , beforesystem,2 if andonly if:

���p)�� �
�'�
�(� )

.
�(� � �

�'�
�(� )

.
�(� (15)

In that case the responseto a pulse of the feedback
link at /�P � ���t)¡� ���'� will be identically zero, and
consequentlythe � ��� columnof �}= will only containzeros.
As a consequence,if (15) is satisfiedfor a certainvalueof�;4X¢ then:

~ � � )�� � �p)�� � �t1 � M � (16)

Therefore,we artificially assign )p� to the value of the
index function 3B� ��� � � , to forcethevalueof thetime-varying
transferfunction to be zero, if condition (15) is satisfied.
(by doing so we rely on the convention

~ z7��1 � M 37W£1 .)
This completesthe first stepof the proof.

In a secondstep we derive the two-dimensionalindex
function 3B� �
� � � , which relatesthe time-invariant impulse
responseof system2 e ~ =Tf � =`��� to theoverall feedbacklink
time-varying impulse responsethrough

~ � � )¤� � �5)�� � �~ z A � E FDG . Let’s now assumethat the impulseis not discarded,
but successfullyproducesan output.In that case,Figure 4
shows how the input of a unit pulse at /�P��¥�b�7)¦� ���'� ,
causesthe systemin the feedbacklink to produceits first
outputaftera variableamountof delay. This delayis simply
causedby the synchronizationerrorsbetweenthe clock of
the two systems.The first samplewill be producedat the
switchinginstantof system2 thatmostimmediatelyfollows
the impulse.This is given by the following expression:

/�§� �b� � � /�P>) .
��� ���:9 .
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� ���p)�� ���'� ) .
�(� �(�:9 .

(17)

Consequently, during the time interval / §� ��� ��µ /2W/ §� ��� �'9t�(�
the signal samplevalue which will be posted

andavailable for readingon the feedbackoutput 
 $ �b/ §� ��� �g�
will be

~ P :


 $ ��/ � � ~ P � /�§� ��� ��µ /¶Wt/�§� ��� ��9¬�(� �

the first samplevalue in the impulseresponseof system
2. Sinceaftereachperiodof

�(�
the index of thesamplesin

the impulseresponseis incremented,we cangeneralizethe
expressionfor theoutputsignalatany time instant/ , / §� �b� �
as follows:


 $ ��/ � � ~ z A � G3B��/ � � /')¬/ §� ��� ���� (18)

where 3B��/ � is the continuous-timeinteger valued index
function plotted in Figure 4 (as the dashedline stair-case
function). Finally, the coefficientsof the ����� row in matrix�}= areobtainedafter sampling 
 $ ��/ � with samplingperiod�'�

andstoringthefirst
N

samplevaluesin a column-vector.
Sampling equation (18) at � � )·� ���'� �±� � 1 yields by
identification:


 $ �g� � )�� ���'��� � ~ z AHA �¸C �HG � o G � ~ z A � E FDG � (19)

and since this shouldbe true for any impulse responsee ~ zOf�z]h`P , we have:

3B� ��� � � ��3B��� � )�� ���'��� � (20)

With (20), (18) and(17) we have:

3B� �
� � � � � � )�� ���'� )¬/ §� ��� ���� (21)

� � � )�� �
�'�
�(� ) ���p)�� �

�'�
�(� )

.
�(� )

.
���

� � � )�� �
�'�
�(� )

.
��� ) ���p)�� �

�'�
�(� )

.
���

M � ��� � � , suchthat

� ��� � �>¹ 4 � ��� � � ���p)�� �
�'�
�(� )

.
��� � �

�'�
�(� )

.
�(�

In thefollowing sectionswe will needthecompleteindex
function 3 § � ��� � � (without zeroedcolumns)which is defined
as follows:

3d§J� �
� � � � � � )�� �
�'�
� � )

.
� � ) ���p)�� �

�'�
� � )

.
� � �

(22)

suchthat:

3B� ��� � � � )p� if �����p)�� � � o�Q� )���Q� � �Z�c� � o�Q� )���Q� �
k’(i,j) otherwise,

(23)

This completesthe secondstepof the proof of theorem
1.

IV. FACTORIZATION OF THE TOEPLITZ MODEL

In section 3.1 we have seen that the Toeplitz matrix
operatorfor the forward path admits a factorizationwith
sparsematrix factors.In the following we will show that
sucha factorizationalsoexistsfor thefeedbackpath.Unlike
in the caseof the forward path, the matrix factors here
no longer have a Toeplitz structure.Note that expression
( 23) doesnot requirethe assumptionthat the ratio

� o�Q� be
a rational number. Thereforematrix �p= can be computed
from expression( 5), with arbitraryvaluesof

� o�Q� (of + ), and
only requiresthe knowledgeof

� o�Q� and ��Q� .
Theorem 2:

If e ~ zOf z]� A º G hasthe Z-transform

����� C � � �
N P 9uacaba_9 N n � C nr P 9uacaba_9 r n � C n (24)

then:

�}=�lp=0�8j-= (25)



where,

l = �

r z�» A �]E �kG acaba r z�» A �dE FDG acaba r zQ» A �dE = G
...

...
...r zQ» A � E �kG acaba r z�» A � E FDG acaba r z�» A � E = G

...
...

...r z » A =½¼ ��E �kG acaba r z » A =�¼ �VE FDG acaba r z » A =�¼ �VE = G
(26)

and

j-=0�

N z�» A ��E �HG acaba N z�» A ��E FDG abaca N z�» A ��E = G
...

...
...N z�» A � E �kG acaba N z�» A � E FDG abaca N z�» A � E = G

...
...

...N z�» A = E �kG acaba N z�» A = E FDG abaca N z�» A = E = G
(27)

with the convention
N z;� r z;�t1 M 3 ¹ 4	e�1 � � � ababa �Js f � .

Proof:
In a first step, we show that matrices lp= and j-= are

sparse.In fact, lp= and j-= only have non zerovalueson a
diagonalbanddefinedby:

1 µ 3d§J� ��� � ��µ s
(28)

From (22), we have:

3d§J� ��� � �w� e]� � )�� �
�'�
�(� )

.
��� )��df¶)�e����p)�� �

�'�
�(� )

.
�(� 9 �df

� � � )X� �
�'�
�(� ) �

(29)

Thereforeif the inequality:

� � )X� �
���
�(� , s 9 �y�

(30)

is satisfied, after substitution into inequality (29) we
obtain:

3d§J� �
� � � , s a
(31)

Thereforein the in a diagonalbanddefinedby

1 µ � )X� µ �(�
�'� � s 9 � � �

(32)

we have

)p� µ 3d§J� �
� � ��µ s��
(33)

and since
N z�� r z¾�¦1 M 3 ¹ 4�e
1 � � � abaca �Js f , any matrix

entry outsidethat diagonalbandmust be zero.Finally, on
orderthedemonstrationof theorem2, we needto prove that
the matrix product(25) yields. This is equivalent to prove
the following equality for

� ��� � acaba � N and �±��� � abaca � N :

N zQ» A � E FDG ��? ~ z A � E �HG ababa ~ z A � E = GJI ? r z�» A �dE FDG abaca ~ z�» A =�¼ ��E FDGJI � a (34)

Note that the zero coefficients of the row vector? ~ z A � E �kG abaca ~ z A � E = GJI which correspondto the zero columnsin
matrix �p= , are multiplied with repeatedsamples

r z�» AÀ¿ E FDG
satisfying

r z�» AÀ¿ E FDG � r zQ» A®¿ E FDG . As a consequence,after re-
moval of all null productsin (35), andre-indexation of the
coefficients we find that the row column product in (35)
equalsthe following convolutional product:

? ~ z A � E �kG abaca ~ z A � E = GJI ? r z�» A �]E FDG abaca ~ z�» A =�¼ ��E FDGJI � �
n
z�Á�P

~ zQ» A � E FDG Cyz r z �
(35)

and,

n
z�Á�P

~ z�» A � E FDG Cyz r z;� N z�» A � E FDG � (36)

as can be shown by taking the inverse Â -transformof
(24), which immediatelyyields the desiredresult (35).
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Fig. 5. Pictureof Matrices Ã>Ä , Å:Ä and Æ¶Ä ; zero is codedas white,
anddark gray representslarge magnitudevalues.

Figure (5) shows the pictures of non-zeroentries of
matrices �}= , lp= and j-= , for + �uÇ � , ��Q� ��1 a È ,

N � È 1
and ���J� C � � � É�Ê o� C �VË ÌLÍ É Ê o ¼�P

Ë Ì½� É Ê �Remarks:Î
Coinciding switching events lead to non-zeroscoeffi-

cientson the main diagonalof �}= . This is a consequence
of expression (22). Indeed,if / � ���%)�� � coincideswith a
switching instantof system2 then 3 § ��� � � � �t1 .Î

If + is an integer all matrices �}= , lp= and j-= have a
block Toeplitzstructure,with block dimension� +	Ï}+ � . This
follows from (22) after observingthat in that case:

3d§J� ��� � � ��3d§J� � 9 + � � 9 + �Î
If + is not an integer, the diagonalblocks alternatein

dimensionbetween Ð +VÑ;Ï Ð +VÑ or � + � Ï � + � .Î
If + is rational,the sequenceof block dimensionsÐ +VÑ ,� + � is periodic.



Î
If + is an arbitraryreal number, it canbe shown that +

asymptoticallyequalstheaveragedimensionof thediagonal
blocks, if

N
becomesarbitrary large.

V. CONCLUSION

A Toeplitzapproachmodel,which wasintroducedearlier
in [8], hasbeenfurther investigated.Thefactorizationprop-
erty, which was obtainedin that samepaperfor a special
case,hasbeengeneralizedto thecaseof arbitraryfrequency
ratios. The extensionof this factorizationpropertyconsti-
tutes the first step towards the derivation of simple and
efficient stability criteria, for the caseof uncertainand/or
time-varying clock frequency ratios.
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