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Abstract—We present an approach that links non- that hinder the use of standard search algorithms due to the
linear model reduction techniques with control vector |arge number of ordinary differential equations (ODES) in
parametrization-based schemes to efficiently solvelynamic  {he formulation, necessary to accurately capture the spatial

constraint optimization problems arising in the context of . . . .
spatially-distributed processes governed by highly-dissipative variation of the process. Motivated by this, computationally

nonlinear partial differential equations (PDEs). The proposed tractable programs for spatially distributed processes at
approach is applied to a Metal-Organic Vapor-Phase Epitaxy steady state were recently formulated [4], using nonlinear

process for the production of GaN thin films, with the objective  model reduction techniques. In [2], a computationally ef-
fo e t%e spatial rf'on'u“'form'ty of the deposited film  ficient procedure was developed for dynamically evolving
across the substrate suriace. highly dissipative systems, using nonlinear model reduction
|. INTRODUCTION techni_ques to map them as low-order differential-algebraic

. . ) ) equations (DAES).
The traditional assumption towards the design of indus- |\ his work.  we present an approach that links
trially important chemical processes has been the ConSid(?fénlinear model reduction techniques with control vec-

ation of steady-state operating conditions. However, thetg, parametrization-based schemes to efficiently solve
are instances where more efficient process operation cani%e

lished th h i i ) he | namic constraint optimization problems arising in the
accomplished through time-varying operation. The increa ntext of spatially-distributed processes governed by

of available computational power has prompted the use @iy gissipative nonlinear partial differential equations

direct search methods for the computation of optimal, wit PDEs). The approach is based on combination of the
respect to a specific cost function, time-varying operatin ethod of weighted residuals with spatially-global em-

conditions. , , , . pirical eigenfunctions as basis functions (constructed by
To gddress the issue of optlmal operation for dynamlcallgpmying Karhunen-Léve expansion [16], [21] to appro-
evolving processes, computational approaches have begibio composed ensembles of process data) to spatially
proposed that may involve the discretization of both th@jigcretize the PDEs and derive greatly reduced in order,
control and process variables in the temporal domain, solv t highly accurate, ODE models. We apply the proposed
using sparse linear algebra techniques [24], [3], [3], [0 0ach to achieve uniform radial thickness of GaN films
[6], or formuilatlor}s 'necessnat.lng direct mtegrgtlon of th‘?n a vertical MOVPE reactor. Based on the observation
model equations in time, keeping track of possible paramesq; 4 change in precursor distribution across the reactor
ter and path (_:onstra}mt violations and temporal dlscretlzathmet results in an altered GaN deposition rate profile over
of the operating variables [5], [7], [9], [25], [20]; the control o o pstrate, we solve a constraint dynamic optimization
vector parametrization method. S problem that determines the optimal precursor concentration
Contrary to the wealth of results on optimization ofgyatintemporal profiles at the inlet to grow films which have

dynamically evolving.lumped .parameter processes, only high degree of spatial uniformity.
recently the computation of optimal strategies for processes
that_i_nvolve coupling of complex chemical reactiqns with Il. PRELIMINARIES
significant mass and energy transport mechanisms was _ o
addressed [4], [2]. Mathematical descriptions of transport- We focus on spatially-distributed processes modeled by
reaction processes can be derived from dynamic conserfdghly dissipative PDE systems with the following state-
tion equations and usually involve highly dissipative (typi-SPace description:
cally parabolic) partial differential equation (PDE) systems Oz
5 =A@ + f(t.a,d), @(z,0) = zo(2)
_ 1)

d dmo 1 (

3: m) =0, onT
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wherez(z,t) € IR" denotes the vector of state variablesexpansion ofz(z,¢) up to orderN, as follows:

t € [0,tf] is the time (; is the terminal time),z = oo 0o

[21, 22, 23)€ Q C IR? is the vector of spatial coordinates, zn(z,t) = ZakN(t)Qbk(Z) N—oo z(z,t) = Zak(t)¢k(2)

is the domain of definition of the process dnds boundary. =1 —1

A(z) is a dissipative, possibly nonlinear, spatial differential 3)
operator which includes higher-order spatial derivatived¥hereaxn(t) ax(t) are time-varying coefficients.

f(t,z,d) is a nonlinear, possibly time-varying, vector func- Substituting the expansion of Eq.3 into Eq.2, multiplying
tion which is assumed to be sufficiently smooth with respedhe PDE and the inequality constraints with the weighting
to its argumentsy(t) € IR? is the vector of design variables functions, ¢, (z), and integrating over the entire spatial

which are assumed to be piecewise continuous functions @emain, the following finite-dimensional dynamic nonlinear
i ( dx dre—ly program with ODE equality constraints, where the optimiza-
ime, g(z, —

T dnno—1) Is a nonlinear vector function y,,"harameters are the design variab#és and the time
which is assumed to be sufficiently smooth, (s the order varying coefficientsy (¢):

of the PDE of Eq.l),j—x denotes the derivative in the
n

ty N

direction perpendicular to the boundary anmgd(z) is a mm/o AG(ZakN(t)¢k<Z)’d)dZdt
smooth vector function of. =t

The system of Eg.1l is applicable to a wide range 5.t
of dynamic spatially distributed processes including both N
transport-reaction processes and several classes of dissipa- —Zak N / y(2)pr(2)dz)
tive fluid dynamic systems [8]. The nonlinear structure of k=1 Q
the spatial differential operatad(z), allows accounting for N
the explicit dependence of diffusivity and thermal conduc- +/ Z/JV(Z)A(ZakN(t)%(Z))dZ
tivity on temperature and concentration in certain transport- Q b1
reaction processes, while the nonlinear tef(, =, d) al- N
lows modeling complex reaction mechanisms, as we will +/ wy(Z)f(tZakzv(t)dﬁk(zr),d)dz =0
present in section VI. Q P

A general optimization problem for the system of Eq.1

N
can be formulated as follows: /1/)V(z)g(2akN¢k(Z)7d)dZ <0
Q k=1

min/otf /QG(:zz(z,t),d(t))dzdt
s.t

(4)

where ayn (t) is the approximation ofi(¢) obtained by
an N-th order truncation. From Eq.4, it is clear that the
form of the algebraic equality and inequality depends on

_0z + Az) + f(t,z,d) =0 the choice of the weighting functions, as well as fn
ot o ’ Owing to the smoothness of the functio6z, d), A(z),
dx drelx f(t,z,d), g(x,d) and the completeness of the set of basis
2(2,0) = 0(2), gz, dn’ dnno—l) =0 onl functions, ¢, (z), the nonlinear program of Eq.4 is a well-

defined approximation of the infinite-dimensional program
@) of Eq.2 in the sense that the optimal solution of the program

ty of Eq.4 converges to the optimal solution of the program
where G(z,d)dzdt is the objective function and of Eq.2 asN — oc.

g(z,d) <0, VzeQ, tel0,ty]

0 /O . . : :
,g(x’d) is the vector of inequality const'ramts V,Vh'Ch mayg, Computation of empirical eigenfunctions via Karhunen-
include bounds on the state and design variables. Bof_rbéve expansion

G(z,d) andg(z,d) are assumed to be sufficiently smooth

functions of their arguments. To perform spatial discretization of the nonlinear program

of Eq.2, we use solution data of the system of Eqg.1 to

I1l. SPATIAL DISCRETIZATION construct global basis functions via Karhunereke (K-
L) expansion. The motivation for following this approach
is provided by the occurrence of dominant spatial patterns

We derive finite-dimensional approximations of thein the solution of several dissipative PDEs and the presence
infinite-dimensional nonlinear program of Eq.2 by using thef actuation (external influence) and the need to account
method of weighted residuals. To simplify the notation, wdor those in the shape of the global basis functions. The
consider the optimization program of Eq.2 with= 1. In  ensemble of solutions is constructed by computing the
principle, z(z,t) can be represented as an infinite series isolutions of the PDE system of Eq.1 for different values
terms of a complete set of basis functiops(z). We can of d(t), and different initial conditions. Specifically, we
obtain an approximationy(z,t), by truncating the series construct a representative ensemble using the following
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procedure (see also [12], [4], [2] for more discussion on IV. TEMPORAL DISCRETIZATION

ensemble construction): The computational solution of semi-infinite optimization
problems usually involves a reformulation step, discretiz-

. . : . ! ._ing the infinite variable domain (with the exception of
* We_ then discretize the mte_rval n Wh'Ch each d_eS'g%r?proaches based on calculus 01(‘ variations). Inp the cur-
variable d,,, (m = 1’.’ o P) IS constrameq to be into rent section, we discretize the infinite temporal domain of
ma,, (ot ngcessanly eqwspacgd) subintervals. Th(gﬂe dynamic nonlinear program, to obtain a finite num-
\t/)alues Ofc_lm in each one of those intervals are denote er of variables for the subsequent numerical solution.
V\yedZIé ’oJ (;si;etm,em{ihe time-interval into,  time Specifically, we use control vector parametrization (CVP)
* . . o dm scheme to reformulate the dynamic program of Eq.4 as
subintervals (also not necessarily eqw_spaced).. an algebraic nonlinear one. CVP (also known as shooting

* Subr?e(?u;:,- nt(ljy, we Compr:te a sgt of t!m(a_ pl’OfI:ES forrnethod) involves the temporal discretization of the control
?oarc P O(tt) Zt ;?fgrgx?::?neeli%s(fgné gs;;g)]/r:jlng.vzggs parameter vectgr only, and _the §0Iutioq of the Qynamic
m J M equality constrains through direct integration, keeping track

_subsequently computlngi_m(t) for t_he ef“'re t'mE.l of constraint violations during the process evolution [25],
interval of process operation using linear interpolation

. i 9].
« Finally, we compute a set of PDE solution data (ensen{— ]

ble) for all possible combinations of initial conditions We discretize the temporal domain inte; intervals
Al P and define the temporal discretization stepéas= t; —
and profiles ofd(t).

ti—1, Vi = 1,...,m;. The vector functiond(t) is then
Application of K-L expansion to the ensemble of dateexpressed as a series of the form

« First, we create a set of different initial conditions.

provides an orthogonal set of basis functions (known as my—1
empirical eigenfunctions) for the representation of the en- d(t) = Z div1[H(t —t;) — H(tip1 —t)] (5)
semble, as well as a measure of the relative contribution i=0

of each basis function to the total energy (mean squa
fluctuation) of the ensemble (empirical eigenfunctions); th
reader may refer to [11], [13], [2] for a detailed presentatio
of the method. A truncated series representation of t
ensemble data in terms of the dominant basis functions ha

{fhere H(-) is the standard Heaviside function. Applying
the above approximation to the dynamic nonlinear program
i Eqg.4, we obtain an algebraic nonlinear program of
mensionp x m; + N, which has the following general

smaller mean square error than a representation by any other minF (z)

basis of the same dimension. This implies that the projection st

on the subspace spanned by the empirical eigenfunctions h(z) =0 (6)
will on average contain the most energy possible compared g(z) <0

to all other linear decompositions, for any number of modes o ) .

L. Therefore, the K-L expansion yields the most efficienvhere the explicit form of the functions(z), i(z), g(z) is
way for computing the basis functions (corresponding temltted for brevity. Note that in the above formulation the
the largest empirical eigenvalues) capturing the dominatfitegrated ODEs appear f(z).

patterns of the ensemble. V. COMPUTATION OF OPTIMAL SOLUTION

Remark 1: We note that the basis that we compute using |n this section we propose a computationally efficient
K-L decomposition is independent of the functional thaprocedure for the computation of an accurate optimal
we try to minimize. Therefore, the same basis can be us@d|ytion of the infinite dimensional nonlinear program
to perform computationally efficient optimizations withof Eq.1, using standard optimal search algorithms, such
respect to different functionals associated with the samg; syccessive Quadratic Programming (SQP), Broyden,
underlying set of partial differential equations. Fletcher, Goldfarb, Shanno (BFGS), and Luus-Jakkola (LJ)
Remark 2: We note that the value ofng,, should be algorithms [14], [17]. The validity of the optimal solution
determined based on the effect of the design varidgl®n computed is investigated by checking convergence to a
the solution of the system of Eq.1 (if, for example, the effecspecific optimum asV andm; increase.

of the variabled; is larger that the effect of the variabiig, We formulate the procedure used for the computation of
thenmg, should be larger thamg,). the optimal solution of the infinite-dimensional program (P)
Remark 3: As a practical implementation note, we pointin following algorithm:

out that even though it is expected that the use of more basise Step 1 Compute an initial guess fa¥, say N, based
functions in the series expansion of Eq.3 would improve the  on the magnitude of the eigenvalues corresponding to
accuracy of the computed approximate model of Eq.4, the the eigenfunctions.

use of empirical eigenfunctions corresponding to very small « Step 2 Use the spatial and temporal discretization
eigenvalues should be avoided because such eigenfunctions procedures of sections 3 and 4, respectively, to derive
are contaminated with significant round-off errors. a finite-dimensional program of the form of Eq.6.
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« Step 3 Solve the resulting finite-dimensional programtwo stage MOVPE process [18], [1] usually with trimethy-
using standard search algorithms to compute an opfirallium (I'M Ga) and N H; as precursors for gallium and
mal solution. nitrogen respectively, diluted iff; (carrier gas). During the

o Step 4 Derive and solve a new finite-dimensionalfirst stage, a GaN nucleation layer is formed on the wafer
program of the form of Eq.6 by performing spatialsurface at low temperatures (600), forming a buffer layer
discretization withNV = N + 1. between the GaN epilayer and the Sapphire substrate. The

o Step 5 Compare the two optimal solutions f&¥ = need for the buffer layer originates from the large lattice
N and N = N + 1. If they are close (according to mismatch between Sapphire and GaN. Alternatively, AIN is
the desired accuracy), then stop; a convergent optimalso employed as a buffer layer [1]. At the termination of
solution has been found. If not, then go back to stefhe first stage the reactor is purged with carrier gas and the
2 and perform spatial discretization wifii = N +2.  substrate temperature is increased, annealing the nucleation

o Step 68 Reduce the temporal discretization s@@pto layer. The rate of temperature increase has been found to be
increase the resolution in the temporal domain. significant, with a rate of 40C/min to be optimal in terms

The structure of the above algorithm is motivated by th&f the resulting GaN layer quality [26]. The second stage
fact that the discrepancy between the infinite-dimension&f the GaN epitaxy is initiated at temperature1060 °C,
program and its finite-dimensional approximation of Eq.4orming the desired GaN epilayer.

decreases, as the number of basis functidisysed in the ~ Parasitic pre-reactions betwe&#: and N, precursors
expansion of Eq.3 increases (at least, up to the point wheifgat form Lewis acid-base adducts are known to occur,
round-off errors are not important). This is a consequence #fich on one hand deplete the feed stream of limiting
the hierarchy of the eigenfunctions. On the other hand, tH@ecies and on the other hand can negatively affect the film
convergence of the above algorithm is a direct consequeng@eality owing to deposition of adduct on cold reactor walls
of the fact that asV increases andt decreases, the finite- Which leads to particulate formation. One way to avoid

dimensional program converges to the infinite-dimensiondnis problem is to feed gallium and nitrogen containing
one. precursors from different inlets, so that mixing between the

two occurs just above the wafer, rather than using a single
VI. GAN THIN FILM EPITAXY : PROCESS DESCRIPTION  jjlet of premixed stream of precursors.

AND OPTIMIZATION PROBLEM FORMULATION In order to grow films of uniform thickness a spatially

In an economic environment where profit margins tightemvariant concentration of Ga containing precursors over the
due to market saturation, company survival dictates resubstrate is necessary, a requirement which is impossible
duction of cost; thus the objective for microelectronicio meet because of transport and reaction limitations. Re-
fabrication processes is to increase yield while minimizingent simulation results [23] show that the thickness non-
reactant consumption and satisfying safety requirementsniformity is approximately 25%. Thickness uniformity
One such process is the metal-organic vapor phase epitaogn, in principle, be improved by using multiple inlets and
(MOVPE), also known as metal-organic chemical vapofeeding precursors from alternate inlets into the reactor.
deposition; MOVPE is the method of choice to produce &owever, such an implementation suffers the drawback of
variety of high-performance optical and electronic devicemcreased complexity and increasing number of inlets does
including light-emitting diodes, quantum-well lasers, andot guarantee a high degree of thickness uniformity.
heterojunction bipolar transistors. Multilayered structures of In this paper, we demonstrate an alternate approach to
group-lIl nitrides form the basis of these devices. achieve uniform radial thickness of GaN films in a vertical

MOVPE utilizes the thermal decomposition and reactiodMOVPE reactor. The approach is based on the observation
of gaseous precursors to epitaxially grow multiple layers ahat a change in precursor distribution across the reactor
[lI-nitride thin films with precise thickness, composition,inlet results in an altered GaN deposition rate profile over
and dopant level. The success of the deposition procet®e substrate. We propose that by appropriately switching
depends heavily on the film thickness (which is in thdrom one deposition rate profile to another, it is possible to
order of a few,&) and the sharpness of the compositiorgrow films which have a high degree of spatial uniformity.
profile at the heterostructure interface [22]. The growth rate
and the structural properties of the thin film are controlled
by multiple fundamental phenomena that occur during VII. PROCESS MODEL DERIVATION
the process cycle, including gas-phase reactions and mas#\ schematic of vertical MOVPE reactor with showerhead
transport of the precursor gases, adsorption, subsequennfiguration is shown in Figure 1. Precursor gases for
surface diffusion and reaction of the adsorbed species, agdllium and nitrogen enter through the inlet directly above
desorption. the substrate over which the film is depositédM Ga

GaN is one such semiconductor and because of its wided ammonia diluted in hydrogen carrier gas were used as
bandgap energy (3.4 eV), it has potential applications iprecursors for gallium and nitrogen respectively. In order
manufacture of blue-green LED and laser diodes. Currenttp obtain spatial variations in concentration of precursors
GaN on Sapphire, Si or SiC substrates is produced in across the inlet, a split inlet design comprising of a three

282



ﬂ to maintain film stoichiometry. ReactionS5 and S6 are
= Foed sream included for completeness, though our simulations reveal
W that their contribution towards the overall film growth is
negligible.
— wal The above reaction model was incorporated into mo-
mentum, energy and mass conservation equations, and the
following set of coupled partial differential equations was

l | @ Rotating pedestral | l*> Effluent stream SolVed Using FLUENT

[~ Wafer

dp
i i i ic ri o V- (pu) =0
Fig. 1. vertical MOVPE reactor with a three concentric ring showerhead ot
inlet configuration . 3(pu) n ( u u) T 0
ot Vp \Y P9 =
concentric ring showerhead reactor was used. Further details | 9(pT)
" i ) bl Vil . - —v.g— : 7
of process conditions and reactor geometry are provided in ol ot + v - (puT)] vq thWkw ()
Table I. A(pYi) F
P . .
TABLE | 5 TV (puYe) = =y + Wi,
REACTOR GEOMETRY AND PROCESS CONDITIONS Vk=1,...,Ny—1
Reactor radius 21in . . . - .
Substrate radius R 15in wherep is the density apd'p is t_he specnflc heat capacity of
Number of inlets 3 the multicomponent mixturey is the fluid velocity vector
'r’;?dedrléni'ﬁlte‘t"gjtref‘rfgé‘; . 01-5ir']” andT is the temperature] is the stress tensor amglis the
outer inlet outer radius 15in heaF flux du_e_ to conductiorY}, is the mass fragtiorhk the
Substrate to inlet distance z() 3in partial specific enthalpyiV;, the molecular weight, andy,
Eggg:g: \*I’v;e”sigrnﬁ erature Oéé Oa}(m the net production rate, due to homogeneous reactions, of
Substrate Tempef;mre T 1300 K spec?esk:. N, is the number of gaseous species gndhe
Inlet Temperature 300 K species mass fluxes.
';'ft velocity 1850 ig‘ﬁ Physical properties such as viscosity, thermal conductiv-
yiMGa 015 ity, binary diffusion coefficients and specific heat capacities
NH . . . .
Tniet Mole fractions of reactant i, carmier gas were calculated from kinetic theory and were a function of

composition. and temperature. Full multicomponent diffu-

sion model was used for species diffusion.
The reaction model describing the reactions between gas-

phase species and gas-surface reactions has been adopted V!l REDUCED-ORDER MODELLING AND
from [23], [15] and is shown is Table Il. Reactionsl OPTIMIZATION
and G2 describe the gas-phase decompositionldff Ga Based on the results of Fluent simulations the following
and dimethyl gallium DM Ga) respectively. Reaction G3 simplifying assumptions were made while formulating the
describes the recombination reaction betwd&&W Ga and optimization problem. It was found that the concentrations
ammonia to form an adduct and its rate is estimated byf speciesC H, and (CH3)2Ga : N Hy were insignificant
the rate of bimolecular collisions [23], which accordingin comparison to concentration of other gaseous species
to kinetic theory isk = wo?5(8kpT/7mpn)%> where kg inside the reactor. Hence, these species and the correspond-
is the Boltzmann’s constant, T is absolute temperature ing gas-phase and surface reactio$,(.S5 and .S6) were
gas phase ang is the reduced mass given by/y = omitted. Similarly, variations in axial and radial velocities
1/mryee + 1/myg, Wheremryg, andmy g, are the were small irrespective of the inlet configuration. Thus,
molecular weights of'MGa and ammonia respectively. axial and radial velocities were assumed to be time invariant
The mean collision diameter ( 5) for two species is given and equal to their respective time averages. Furthermore,
by oup = 1/2 X (04 + o) Whereo4 and op are the heat generation due to chemical reactions was ignored
collision diameters of A and B. because of low concentration of reacting species (e.g.,
G4 andG5 are adduct dissociation and methane elimina#’ M Ga).
tion reactions respectively. Formation of cyclic trimer has An analysis of the thermal Peclet number revealed that
been shown to be negligible and thus is neglected from tle®nvective heat transfer was small compared to heat trans-
gas-phase kinetic model [19]. fer by conduction (characterized by low values of Peclet
The rates of adsorption reactio§g-5S3 were calculated number), which allowed us to drop the convective heat
assuming the sticking coefficient to be equal to unity. Th&ansfer term from the energy conservation equation. Also
rate of nitrogen adsorptios4 on the surface was set to the dependence of specific heat and thermal conductivity
be equal to the combined rate 6fl, S2 and S3 in order of the mixture on temperature and mixture composition
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TABLE I
GAS AND SURFACE REACTIONS

Gas phase Reactions ko E Surface reactioris st

(GY) Ga(CH3)s — Ga(CH3)2 + CHs3 3.5 x 101 | 59.5 | (S1) Ga(CHs)s + S — Ga(bulk) + 3CHjs 1
(G2) Ga(CHs)2 — GaCHsz + CH3s 8.7x 107 | 354 | (S2) Ga(CHs)s + S — Ga(bulk) +2CHjz 1
(G3)  Ga(CHs)s + NHs — (CHs)3Ga : NHs coll. 0 | (S3) GaCHs+ S — Ga(bulk) + CHs 1
(G4)  (CHs)3Ga: NHs — Ga(CHs)s + NHs 1x 10 | 185 | (S4) NHs + S — N(bulk) + CHs —*
(G5) (CH3)3G(L : NH3z — (CH3)2GCL :NHo + CHy 1 x 1014 49 (S5) (CHg)gGa : NH3 +2S — GaN + 3CH, 1
(S6) (CH3)2Ga : NHs + 2S — GaN + 2CHy 1

*Rate equal to S1+S2+S8S denotes a free surface sifes = 1 denotes a unity sticking coefficient at zero coverage

was found to be almost the same. These considerationsThe optimization problem was formulated as:
allowed the energy equation to be decoupled from the rest R, 4 9
of the equations and an exponentially decaying relationship ,,,;, :w1/ {/ (Rgep(r,t)dt — H(ét))dt} dr
for deviation of temperature from the steady-state profile 0 0

was assumed, whose time constant was tuned to minimize +wsa [Hop; — H(61)]?

the error. The simulations also revealed that the deviation

. . s.t.
of the temperature spatial profile from the steady-state
tends to die out quickly after switching from one inlet - 1 [fe tfR (r, )dtd
configuration to another. The above argument was further "R, /0 /0 dep\T "
bolstered by the presence of a single dominant eigenvalue tp=[1111)8t, 6t>0

(which captured 98% of the energy included in the ensemble
of snapshots) for temperature during calculation of the
empirical eigenfunctions via Karhunen-&ee expansion.

Raep(r,t) = >, kis(Ts)Cis(t, 7, 2 = 20)
®

wherels represents specidsM Ga, DM Ga ,M M Ga and
i . . ) i i Adduct; F'is the objective function an&g.,, is the surface

As mentioned earlier, different inlet configurations Caljeposition rate of GaNJ and H,, are the spatially
be employed to obtain different distributions of Precursorgyerage thickness and the target thickness of the film at
across the reactor inlet. Switching from one_inlet configurgne end of deposition process respectively. represents
tion to another causes the system. tq dynaml_cglly evolve t(_)tﬁe total process time andt = [5t oty oty ot Otq] is a
new steady-state with a characteristic deposition rate profilg) ;;_qimensional vector representing the switching times.
Under the objective of minimum non-uniformity in the final k. are the rate constants for surface reactiéhss3. In
film thickness, the goal of optimization is to ascertain afghe apove optimization problen®, was taken to be 90
optimal switching policy for inlet configurations. percent of the total wafer radius [23]. The rationale behind

this approach is to avoid the edge effect, which was always

A reduced-order model was obtained for the solutiopresent irrespective of the inlet configuration. Throughout
of the optimization problem through spatial discretizatiorthe rest of this paper, we will refer to it as cutoff radius. The
using the method of weighted residuals with empiricabbjective functionF is a quadratic function that penalizes
eigenfunctions (obtained by Karhunendwe expansion) as the spatial nonuniformity of the final film thickness across
basis functions. Simulation data from Fluent for a varietghe wafer surface area within the cut-off radius and the
of inlet configurations (initial conditions) were employeddeviation of the spatially averaged film thickness from a
as “snapshots” to construct empirical eigenfunctions thairedefined target one.
describe the dominant spatial patterns in the solution of the Additional constraints to the optimization problem (in
PDEs describing momentum, energy and mass transport. a8dition to the ones of Eq.8) arise from the Karhuneie
snapshots were taken from each switching and a total of 2xpansion, and are of the form of Eq.4. Their explicit form
different switchings (from 6 different inlet configurations)is omitted for brevity.
were employed to generate an ensembl@®k 25 snap- In the specific problem formulation the time duration
shots. Under the assumptions discussed earlier, we requirgid each of the available inlet configuration&t;, were
the computation of empirical eigenfunctions for five speciethe design variables. The non-linear program was solved
namely TMGa, DMGa, MMGa, adduct and NH3 to  using a projected BFGS algorithm [14] to compute optimal
derive the reduced-order model. In consequence, the derivegitching times from one inlet configuration to another.
reduced-order model based on the computed empirical
eigenfunctions, involved 64 ODEs to describe the dynamic
behavior of these species, with axial and radial velocities To better present the optimization results based on the
held constant at their respective ensemble averages andimlet concentration profiles, we assign to each inlet configu-
algebraic expression describing the exponential (decayingtion a shorthand notation; for example, we refer to an inlet
dependence of the spatial variations of temperature from tlvenfiguration with/VH3 precursor flowing in the innermost
respective steady state. inlet and T'"M Ga precursor flowing in the middle (with
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H, carrier gas for both inlets) and pufé, flowing in the o Ei‘éﬂiﬁiﬁfﬂ R
outermost inlet asvT H configuration; shorthand notations cut-off waer radius
for other configurations are based on similar lines. In order °
to demonstrate the effectiveness of optimal switching of
inlet configurations towards obtaining a final thin film of
high radial uniformity, we considered a switching scheme
comprising of switching from anVT' H configuration to
TNN, from TNN to TNH and fromTNH to TNT
configurations. Initially the reactor was assumed to be op- 38
erating at steady state with pure hydrogen flowing through 2 2
the three inlets. A total of 15 empirical eigenfunctions were PeBSEESEELY st
used for the five gaseous species (which accounted for at 15 ‘ ‘ ‘
least 99 percent of the energy embedded in the ensemble ' N Wafe”adms<cr§; N
of snapshots) with a different set of eigenfunctions (and in
extension a different ODE model) for each switching. AFig. 2. Final GaN film thickness computed through ir_1tegration of
. . . reduced-order model (stars) and from full order model (circles). Green
projected BFGS algorithm [14] was used to obtain the SGge represents the cutoff radius.
lution to the optimization problem, which took 52 searches
and 558 seconds of CPU time to reach at the solution. The
solution for optimal switching times is presented in Table
lll. We note that the time needed for the computation of
empirical eigenfunctions is not included in the calculation s
of the time needed to solve the optimization problem.
The time needed to compute the empirical eigenfunctions
was approximately 30 hours, which is still lower than the
estimated time required to solve the optimization problem
when using the full-order model520 hours).

TABLE Ill
OPTIMAL SWITCHING TIME

final film thickness (nm)

N

deposition rate (um/hr)
-

Switching time [s]
HHH - NTH 0.00
NTH - TNN 2.40
TNN - TNH 3.70 time (s) oo
TNH - TNT 5.20
TNT - HHH 6.70

Wafer radius (cm)

Fig. 3. GaN deposition rate on the heated substrate as a function of
) ) ) process time calculated using FLUENT.
The thickness of the deposited film along the substrate

obtained from integration of the reduced order model (for

optimal switching of inlets) is shown in Figure 2, andvariation in wafer thickness from center of the wafer is
is compared with results of Fluent simulations (under thgsos, 32%, 35% and 20% foNTH, TNN, TNH and
same policy). The green line represents the cutoff radiug: N7 inlet configurations respectively, while for the optimal
The error between the two is 1 %. It took more tharpperation it is 3.1%. All profiles were obtained through
10 hours to run one dynamic simulation in Fluent. Thusgjuent simulations and the cutoff radius is represented by
the use of reduced order model resulted in considerabjge green (dashed) line.

saving of computational resources, with minimal loss of

accuracy. In order to further demonstrate the accuracy of the X. CONCLUSION

reduced-order model, temporal variations of GaN depositionA h that linked i del reduction tech
rate on the substrate are plotted in Figures 3 and 4 for h approach that finked non-linear model reduction tech-

simulations using Fluent (full-order model) and empirica iques with control vector parameterization-based schemes

eigenfunctions (reduced-order model) respectively. It ¢ effici_erjtly _solve dynamic cons_traint _opt_imization prob-
be seen that the reduced-order model follows the full-ord ms arising in the context of spatially-distributed processes

model closely for all times and the error (Figure 5) betweet elscrlbe(tj. by hlghly-dlssmtat(ljve_rﬂonl|near pgrtlal d'ﬁefn'
the two is marginal. lal equations was presented. The proposed approach was

In Figure 6, the final film thickness, at the end of thesuccessfully applied to a MOVPE process, where it was

process operation; — 6.7 s, along the substrate radius isdemonstrated that the spatial non-uniformity (optimization

shown for each inlet configuration and compared a aingpjective) of the deposited film across the substrate surface
g P g %fn be reduced from 33% (steady-state operation with con-

the optlma_l case. The_ extent of _homogenelty ac_h|eves ant inletT’ NN configuration) to 3% (under the optimal
through switching is evident. Quantitatively, the maximum_ ", " . .
switching policy).
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Fig.
process time for the reduced-order model.

Fig.

deposition rate (um/hr)

time (s) Wafer radius (cm)

— Optimal

== NTH

450 .= TNN

o TNH

— TNT

cut off radius

[
o

final film thickness (nm)

0.5 s
0

.
24
Wafer radius (cm)

Fig. 6. GaN film thickness at the end of process operation 61" H

(dashed line)I’N N (dash-dot line)T" N H (dotted line) andI’" NT (solid

4. GaN deposition rate on the heated substrate as a function

[10]

(1]
0.8

- [12]
= 06

g 0.4 [13]
g 0.2

T o0 [14]
-0.2

[19]

time (s) o0 Wafer radius (cm) [16]

5. Difference betweet/aN deposition rate computed using full- (171

order and reduced-order models.
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