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Abstract—In this work, we consider the feedback control tative agreement with the experimental results of Kim, Witt,
of flows in a vertical Bridgman crystal growth system. The and Gatos. Demonstrating the appearance of periodic, time-
vertical Bridgman process is used to grow single crystals for varying flows in our model was an important first step in

a wide array of applications, ranging from lasers to high- L .
speed micrgelectronics to infrared sensors. We model the OY study of crystal striations. The next step, the subject

Bridgman system using conservation equations for energy and Of this work, is the formulation and implementation of
momentum and physically reasonable boundary and initial feedback control algorithms that will beneficially alter the
conditions. The Galerkin finite element method is used to spa- fluid dynamical behavior within the system.

tially discretize this nonlinear, differential-algebraic equation Despite the continuing need for improvement of Bridg-

set. We consider a prototypical Bridgman system experiencing - .
a time-varying disturbance to its furnace temperature profile. man growth processes, there exists minimal work address-

A single-input single-output control system is considered INg the feedback control of the process. Batur et al. [4],
for controller design. Proportional, proportional-integral, and  [5], designed a transparent, multi-heating zone furnace for
input-output linearizing controllers are applied to the vertical  growth of lead bromide. The transparent furnace, in coordi-
Bridgman model to attenuate the flow oscillations. The volume- - n4iinn with a video camera and real-time imaging software,
averaged flow kinetic energy is chosen as the single controlled . .
output. The flows are controlled via rotation of the crucible allowed for the. observation of the melt'cryStal interface
containing the molten material. Simulation results show that shape. Comparison of the observed interface shape to the
nonlinear control is superior to P and Pl control in the desired shape provided an error signal, which was used to
suppression of the flow oscillations. adjust the furnace temperature profile. Azuma et al. [6] de-
veloped an automatic feedback control system to maintain a
constant temperature at the melt-crystal interface during the
The vertical Bridgman process is used to grow singlgrowth of silicon germanium. The position of the interface
crystals, for use as substrates in optoelectronic and sensiwgs automatically detected throughsitu monitoring via a
devices. To produce devices of suitable quality, it is neazharge-coupled-device camera, and the ampoule translation
essary to grow low-defect single crystals of homogenouste was the manipulated input. Schmachtl et al. [7] used
chemical composition. This task is made difficult by theultrasonic waves to control the shape and velocity of the
complex coupling of heat, mass, and momentum transpablid-liquid interface during the Bridgman growth of copper
inherent in the process. One processing issue that continumanganese.
to challenge the crystal growth community is the occurrence In this work, we implement feedback controllers to con-
of fine scale variations in composition, known as striationgrol the molten flows in the vertical Bridgman system. There
These composition variations often cause undesirable vadre many actuation techniques that could perceptibly affect
ations in material and electronic properties. Crystal growtthe fluid dynamics and be feasibly implemented. Some
experiments by Kim, Witt, and Gatos [1] investigated thepossibilities include real-time adjustment of the thermal
occurrence of striations in a vertical Bridgman systemenvironment, the application of vibration, or the use of a
It was found that for sufficiently intense flows, the meltmagnetic field. This work examines the use of crucible
exhibited periodic, time-varying behavior. It was then showmotation as the means for controlling flows in the vertical
conclusively that these time-varying flows were directlyBridgman system. Open-loop crucible rotation has been suc-
related to the occurrence of striations. cessfully applied to experimental vertical Bridgman systems
In previous work [2], [3], we used detailed crystal growth[8] and has been the subject of simulation-based studies
models to numerically simulate the experimental system d¢éee [9] and references therein). Our specific purpose is
Kim, Witt, Gatos. In the early stages of crystal growththe use of crucible rotation to suppress flow oscillations.
our numerical simulations predict the occurrence of largd achieved in practice, this would be a significant step
amplitude, two-frequency oscillations within the flow. Intowards the removal of striations in crystal growth pro-
later stages of growth, the oscillatory behavior becomesesses. Proportional, proportional-integral and nonlinear,
more ordered with decreasing amplitude until finally thenodel-based controllers are synthesized and implemented
flows are steady with time. These simulations are in qualwithin the framework of our crystal growth simulation code
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; | where the indey designates the material, either the crystal,
MELT crucible, or graphite supporl’ is a dimensionless tem-
1 perature scaled by the melting temperatufg,,, ¢t is a
Hot | dimensionless time scaled b§?/v, v(r,z) is the dimen-
Zone sionless velocity field, an¥ is the dimensionless gradient
! operator, in which the spatial coordinates are scaled by
the crucible radiusk. The Prandtl number is defined as

v Pr; = v/a;, wherev is the kinematic viscosity, and the
L thermal diffusivity is defined as; = k;/p;C,,;, Wherek;
LR is the thermal conductivityy; is the density, and’, ; is the

heat capacity.

The velocity field is described by the Navier-Stokes
equations for incompressible flow, using the Boussinesq ap-
proximation to account for temperature-dependent density

Cold !
Zone | variation:
; V-v=0 3)
CRYSTAL :
— - N v V. T-RaT-De.—0 (@)
: ot  Pr, 2T

Here the dimensionless velocity is scaled by, /R, T
Fig. 1. Vertical Bridgman growth system studied in this work. is the stress tensoRa is the Rayleigh numberRa =
9BrR3Tyny,/va, , Where g is the gravitational constant,

and gt is the thermal expansivity, ang is the unit vector

[10]. The cor.1trolllers are applu_ad _to a _ver'ucal Bndgmar]n the axial direction. The stress tensor is split up into the
system experiencing a time-oscillating disturbance and thedglnamic pressure and the strain rate tensor

performances evaluated.
T=-Pl—7=-Pl+(Vv+Vv’) (5)
[I. PRELIMINARIES

A. The Vertical Bridgman Process Model where P is the dynamic pressure scaled py,va,,/R?,

. . , , andl is the idemfactor.
_ A schematic of the vertical Bridgman process is shown s thermal flux condition is defined at the melt-crystal
in Figure 1. Polycrystalline material is loaded into a quartz,iarface

crucible (also known as an ampoule), inside of a high
temperature furnace. The material is completely melted, at  —(KVT|; + VT'|5) - Dgm = StPrs(nsm - X) (6)

which time the distribution of temperature in the f“mac‘?/vheren is the ratio of melt thermal conductivity to solid,
is adjusted to vary along its length, such that one zone _ K /ks, Dem iS the unit vector normal to the melt-
- m S Sm

is _hotter than the material's melting point and the otheg (5| interface, pointed towards the medt, is the Stefan
section is cooler. Directional solidification is achieved by, \mper st — AH /C,. Ty, andx is the velocity of the
slowly translating the crucible towards the cold zone of th?r]elt-cr);stal interfgcepvs e

furnace. _ , The temperature at the melt-crystal interface is assumed
We use equations for conservation of mass, momentug, o equal to the material melting point

and energy, along with appropriate boundary and initial con- '

ditions, to model the vertical Bridgman system. Our present =1 (7)

purposes only require that we study the effect of control oy, ¢onsider a vertical Bridgman system which experiences

flow, so we do not include conservation of chemical species, ayiernal power disturbance, producing a time-varying
in the model, although doing so would be necessary for tr}ﬁmace temperature profile

direct prediction of striations. A key assumption used here is
that the system is perfectly axisymmetric, in which case all 1 (2,t) = (Th — To)
. . . . . JACD ) Tc"’
field variables are independent of the azimuthal coordinate. L
Under the these assumptions, the time-dependent enekgliere Ty is the furnace temperaturd,. and 7j, are the
transport equation is given by minimum and maximum furnace temperatures, respectively,
T ) z- IS the furnace reference position, amd = 0.045/s.
meg +v-VI'=VT = 0 (1) convective and radiative heat transfer from the furnace
to the crucible are represented by a simple flux condition
applied at the domain boundary:

(z — z)| (1 +sin(wt)), (8)

in the melt, and

oT
Prj—r - VAT = 0 @) VT, nay = Bii(T — Ty(2)) + Rd;(T* — TH(z)) (9)
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where the Biot numberBi; = hR/k;, is a dimensionless The derivative of the radial component of the velocity

heat transfer coefficient, the Radiation numb&y; = vector,
oe; RT3 /k;, relates radiative effects to conductive effects, 2
T mp . L . 0V, 1 ov, vy ov,
e is the crucible emissivitys is the Stefan-Boltzmann e _F[vr 5 TV az]—(V-T)TJrRa(T—l)ez,

constant, andr,; is the unit vector normal to the cru- (13)

cible/furnace interface. No-slip boundary conditions argg dependent upon the crucible rotation rate, through the
assumed at the crucible walls and melt-crystal interface, centrifugal force termp2/r. This means that this choice
v = Qreg (10) of input-output_ p_air produces_ a_system wi_th a relative
order of one. Similarly, the derivative of the kinetic energy
where(} is the crucible rotation rate ang is the unit vector js dependent on the furnace temperature profile, through
in the azimuthal direction. Finally, at the centerline of thahe Boussinesq termRa(T" — 1)e.. Assuming that the
system, symmetry conditions are assumed. controller can measure the disturbance in the temperature
The governing equations that comprise the modégleld, this results in a system where the relative order of
are nonlinear, coupled, partial differential equations. Thehe disturbance is also one. The equal relative orders of the
Galerkin Finite Element Method (GFEM) was employednput and disturbance require the use of a static feedforward/

to spatially discretize equations for energy transport (Egtate feedback controller to enforce a desired response in the
1), mass continuity (Eg. 3), and momentum transport (Egutput,
4). This system of nonlinear DAEs was time integrated d€

using a second-order implicit trapezoidal method, and the £+ T Esp (14)

resulting system of nonlinear algebraic equations was solvgghere 7 is the response time constant agg, is the

using a modified Newton’s method. A dimensionless timginetic energy setpoint. The control action was calculated

step of At = 0.01 was shown to provide satisfactory nymerically by our crystal growth simulation code [10].
numerical convergence as well as sufficient resolution of

the time-varying phenomena within the system. A singl®. Proportional and Proportional-Integral Controllers
factorization of the problem with a discretization of 25592 \We also implement a simple, proportional controller,
degrees of freedom required approximately 4.8 seconds on

a mid-priced PC with a processor speed of 2.0 GHz. For Q(t) = K (Ep — £(1)) (15)
the interested reader, additional details of the model arWhereKc is the controller gain.

numerical scheme can be found in [2], [10]. Due to the inverse relationship between rotation rate and

I1l. CONTROLLER DESIGN kinetic energy, the controller gain is negative. In addition,

The controlled output is chosen to be the spatial averaé’\(lae implement a proportional-integral controller,

of the meridional kinetic energy;, a scalar quantity which .
captures the essential dynamics of the flow within the Q) = K, [(5 _o)+ 1 / (Eap— &) dt’} (16)
- c sp sp
0

process, TI

1 whereT; is the controller integral time constant.
£ = —/ (vZ 4 v2)dV. (11)
Vv IV. SIMULATION RESULTS
The manipulated input is the crucible rotation rafe, In this work, the primary objective of control is the

To control flows within the vertical Bridgman system,gyppression of flow oscillations arising from a thermal
we will derive and implement an input-output linearizinggisturbance in the Bridgman furnace.

feedback controller. In addition, a conventional proportional _ .
and proportional-integral controller will be implementedA. Effect of Steady Crucible Rotation
All states are assumed to be available from the vertical To begin our analysis, steady-state calculations were

Bridgman process model. conducted for the Bridgman system with furnace reference
position, z,., set to zero. The spatially averaged flow speed

A. Nonlinear Controller Design X °
i i i ) was measured as the steady crucible rotation fateyas
In this work, we design and implement an input-outpuf, ey from zero to 5 rpm. This is shown in Figure 2.

linearizing feedforward/state feedback controller [11]. he spatially-averaged flow speed is simply the square

rigorous development of the controller would involve theroot of the kinetic energys. As seen in the figure, with

derivation of an ODE representation of the dlf'ferentlal-aII other parameters held constant, there is a one-to-one

aIge_brajc equation system resulting fr.om the spatial qi%orrespondence between rotation rate and flow speed. An

cretlzat|onh[12]r.] Fformally, the derivative of the I('net'cincrease in rotation rate suppresses the radial and axial

energy.£, has the form, components of the velocity field, and consequently the
2 ov,. Ov, qv 12 flow speed, with a limiting behavior of solid-body rotation
V) gy Ty ’ 12) 4 very high rotation rate (although this limit cannot be
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Fig. 2. Steady-state effect of steady rotation on spatially-averaged flow oo F/\W
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Fig. 4. Proportional Control Simulation Results f&f. = (a) 100; (b)
1000; (c) 2000; (d) 2500: Speed versus Time.

0.0121

0.0115-

indicate that this setpoint value is physically reasonable. In
all simulations, the controller is activated it 0.

Figures 4 and 5 shows results from P control simula-
tions with controller gains of<. = 100, 1000, 2000, and
2500. For a small controller gain, proportional control is
ineffective: oscillations are hardly suppressed and offset is
‘ . apparent. As the controller gain is increased, the offset de-
Time (5) creases and the oscillations are suppressed with increasing
effectiveness. For proportional gains greater than 2500, the
closed-loop system becomes unstable.

Figure 5 presents the crucible rotation rates under pro-

achieved in practice, due to onset of three-dimensional floRPrtional control using the same four controller gains. At
instabilities). This behavior, consistent with the results of = 0" the crucible rotation rate increases sharply from
Yeckel [9], is due to the inhibiting nature of the Coriolis$? = 0 to the value calculated by the controlier algorithm.
force. With increasing controller gain, the initial rotation rate
We studied the effect of crucible rotation on the disturbe§€comes larger to the point of physical infeasibility. This
Bridgman system through transient simulations. Due tEEPresents an actuator limit which will hinder the practical
buoyancy effects, the sinusoidal variation in the tempe,effectlveness of the P contrpllgr. Once the initial transient
ature produces a time-varying flow field. Figure 3 show&das passeq, thereby establlshlng the average rotation rate
simulation results when a steady rotation rate of 3.3 rprRPresponding to the controller gain, the closed-loop system
is applied to the disturbed systemtat 0. It is clear that Starts to rotate in lock-step with the oscillatory disturbance.

while steady rotation suppresses the meridional flow, it dod¥Cteé that the system does not change the direction of
not significantly attenuate the disturbance. rotation; instead it accelerates and decelerates while main-

taining the same direction. When the flow speed is relatively

B. Closed-loop Results large on its oscillation cycle, the rotation rate increases to

We now investigate the effect of feedback control on théuppress it. Similarly, when the flow speed is relatively
flows in this system. For all simulations of the disturbecsmall, the rotation rate decreases.
system, the controller setpointis)2 x 104 cm?/s?, which To eliminate offset, a proportional-integral controller is
is equivalent to a spatially-averaged flow speed of 0.010dpplied to this system. Simulation results f&r. = 2000
cm/s. This setpoint corresponds to a 15% reduction in thend 7; = 1 are shown in Figure 6. As seen in Fig. 6(a),
speed. Since the application of crucible rotation reduces tliee PI controller produces melt speeds which oscillate with
kinetic energy of the flow, the setpoint must be chosen atsmaller amplitude and have zero offset. Variation of the
kinetic energy value less than the steady state kinetic eneryyegral time constant; has little effect on the long time
corresponding to no rotatiof2(= 0). The data in Figure 2 performance of the controller. The rotation schedule for this

276

0.0111

Speed (cm/s)

0.0105-

0.01f

[
N

o

o

I

Sl

S3

3

=3

S

0.0095 -
-400 -200

Fig. 3. Effect of steady rotatiorfX = 3.3 rpm) on oscillatory disturbance.



0.0125

E
H 0.0121

0.0115F

Speed (cm/s)

0.0111

0.0105

I
I
setpoint 1

0.01 L L h L
-400 -200 0 200 400 600 800 1000

10
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simulation is shown in Fig. 6(b). In a similar manner to P
control, the PI algorithm requires that the crucible rotate
suddenly and significantly d@t= 0" (see inset).

. . . 3 1
We now consider the case when nonlinear control is ap- W\/\/\/\/\/\

plied to the system. Figure 7 presents closed loop simulation

Rotation Rate (rpm)
@

results for time constant = 1. As seen in Figure 7, 1
the controller forces a smooth, first-order response to the 0 S S—
. . . . 0 100 200 300 400 500 600 700 800 900 1000
setpoint, where the oscillations are essentially suppressed. Time (s)
In addition, the nonlinear controller avoids the physically (b)

unrealistic actuation spike occurringfat 0" in the P and
Pl control cases. The system accelerates and deceleratesigné. Pl Control Simulation Results fd. = 2000 and7; = 1: (a)
rotation rate to maintain its setpoint. Speed versus Time; (i} versus Time.

V. CONCLUDING REMARKS

A prototypical vertical Bridgman system, based on the Issues remain with the practical application of control
experimental design of Kim, Witt, and Gatos, was useéP the vertical Bridgman system. Due to the use of an
as the model for feedback controller design and simuenclosed crucible, and the need to conduct growth inside
lation. Proportional control has an inhibiting effect ona high temperature furnace, it is extremely difficult to
the sinusoidal disturbance, yet is unable to fully suppreg§easure the states during growth. In practice, flow states
oscillations or obtain zero offset in the output. As ex<ould be related to thermocouple measurements, as done by
pected, proportional-integral control improved the closed&im, Witt, and Gatos [1]. Other feasible techniques include
loop performance, suppressing oscillations considerably aggtimation by eddy sensors, or by detailed crystal growth
providing zero offset. To obtain adequate oscillation supﬂOdE"S. This will be the subject of future research. We are
pression, both the P and PI controllers required extremef)so currently investigating other actuation methods for flow
aggressive controller action at the onset of control. Thigontrol. These methods include thermal profile adjustment,
actuation spike would likely cause practical problems. Igither globally via the furnace or pointwise using lasers,
contrast to these simple controllers, the nonlinear modedpplication of magnetic fields, or crucible vibration.
based controller provided a smooth transition from the
initial state (zero rotation rate) to the final state (non-zero, Vl. ACKNOWLEDGMENTS
time-varying rotation rate). Also, the nonlinear controller Partial support of this work from grant NSF/CTS-
provided improved oscillation suppression as compare@01486 is also gratefully acknowledged. Computing re-
with the linear controllers. These simulations demonstratgources were provided by the University of Minnesota Su-
that feedback control can be used in conjunction witlpercomputing Institute. PS would also like to acknowledge
crucible rotation to effectively modify the flows in a vertical support from a Doctoral Disseration Fellowship awarded by
Bridgman crystal growth system. the University of Minnesota.
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