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Abstract: Multivariable process are commonly found in industry. The coupling between the
different loops makes the control design difficult. In this article, an optimization problem based
on the frequency response of the process is used to designed three different multivariable PI con-
trol structures. These structures are: centralized control, decentralized control and decentralized
controller plus simplified decoupler. To facilitate the centralized control implementation, it is
implemented as a decentralized controller plus simplified decoupler. The decoupler is designed
using an approximate first-order plus time delay process model. These structures are applied to
control a continuous stirred tank reactor with a Van de Vusse chemical reaction, and performance
indices are used to compare the obtained results.
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1. INTRODUCTION

Processes with multiple inputs and multiple outputs
(MIMO) are often found in the industry. An example is a
chemical reactor, which is an important component to pro-
duce highly valuables components (Aguilar-López et al.,
2021). These processes have highly nonlinear behavior and
interactions/coupling between the different control loops.
The closed loop performance is affected by the coupling,
because the controller of one loop interferes with the per-
formance of the other loops, which can lead to closed loop
instability.

In Vasičkaninová et al. (2016), a comparison between sim-
ple and complex fuzzy control and proportional integral
derivative (PID) control is presented. The comparison is
performed by applying the controllers to the benzene-
toluene distillation column, showing that the fuzzy control
presented better performance. However, the PI controllers
were calculated using the model-based methods Cohen-
Coon and Chien-Hrones-Reswick, so modeling errors can
affect controller performance. In Gilfred Sam Chandraku-
mar and Pamela (2021), different control strategies such
as PID controller and model predictive control (MPC)
are applied to a distillation column. Excellent results are
obtained with intelligent controllers combined with model-
based control.

Although some articles show better performance of ad-
vanced control, the PID controller is most used in practical
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applications (Nisi et al., 2019). This is because with it
is possible to obtain simpler and more efficient control
solutions for different industrial applications (Borase et al.,
2021). Simple for ease of implementation and maintenance.
Effectiveness is related to the good performance achieved
in a wide variety of processes.

PI/PID control structures for MIMO processes are clas-
sified as: centralized control, decentralized control and
decentralized control plus decoupler. Centralized control
consists of a full matrix, of which each element is a PI/PID
controller. With this structure it is possible to obtain
an adequate performance of the closed loop regardless of
the coupling degree. A centralized structure disadvantage
is that the controller stability is only guaranteed if all
the loops are closed. However, in industrial practice, it
is common to keep some loops in manual mode due to
maintenance (Euzébio et al., 2021).

In decentralized control, the process is divided into single
inputs single outputs (SISO) subsystems and SISO control
design techniques are used. However, with this structure,
closed loop stability or performance requirements may
not be achieved. One way to solve this problem is to
apply tuning techniques combined with methodologies
such as sequential loop closure (Mayne, 1979; Silva Moreira
et al., 2021) or use the concept of effective open loop,
as presented in Garrido et al. (2021) and Euzébio et al.
(2020).

In decentralized control plus decoupler, a block is im-
plemented between the decentralized controller and the
MIMO process, in order to reduce the coupling (Aguiar
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et al., 2020). The decoupled system is treated as multiple
SISO loops and less conservative control design meth-
ods are applied directly. In general, decoupler design
techniques are based on the first-order plus time delay
(FOPTD) process model. The decoupler can be static or
dynamic. The dynamic is classified as: ideal, simplified or
inverted. The simplified decoupler has a simpler structure
and is easy to calculate.

In Ahmed (2011) and Yendamuri and Sankar Rao (2019),
which addresses decentralized control with and without
decoupling of a fluid catalytic cracking unit (FCC) through
simulations, it was observed that the control with decou-
pler was effective, stable and presented better performance
in comparison to the control without decoupler. In these
articles, controllers are designed based on the identified
process model.

A difficulty of the control design for MIMO processes is
the process parametric model identification. This task be-
comes more complicated the greater the process coupling,
which can be unfeasible. Thus, techniques based on data
in the time or frequency domains have been developed.
In Karimi and Kammer (2017), MIMO controller design
technique was presented. The technique is based on the
multivariable systems frequency response and convex op-
timization. In Aguiat et al. (2021), constraints of the max-
imum singular value of the control sensitivity function are
added to the problem, in order to guarantee the designed
closed loop stability. Process frequency response data and
convex optimization are also used in the techniques pre-
sented in Boyd et al. (2016).

In this paper, technique presented in Aguiat et al. (2021) is
used to design centralized, decentralized PI and decentral-
ized PI control plus simplified decoupler structures. This
control structures are applied to pressure and temperature
control of a simulated CSTR with a Van de Vusse chemical
reaction. The controller is computed solving an optimiza-
tion problem and without process model knowledge. The
simplified decoupler is designed using the model process.
Furthermore, a centralized PI controller implementation
as a decentralized PI controller plus a simplified decoupler
is shown.

This paper is organized as follows. In section 2, the
problem statement is presented. The MIMO control design
is reviewed in section 3. In section 4, the simulation results
are discussed. Finally, the conclusions are in section 5.

2. PROBLEM STATEMENT

Consider a stable linear time invariant multivariable pro-
cess G(s) with two inputs and two outputs (TITO), and
a PI controller C(s). The block diagram of the closed loop
basic structure is presented in Fig. 1, where u(t) is the
input signals vector (manipulated variables), y(t) is the
output (process variables), r(t) is the reference, e(t) is the
error and v(t) is the disturbance.

The TITO PI controller can have a centralized or decen-
tralized structure. In the former, it is represented by:

Cc(s) =

[
Cc11(s) Cc12(s)
Cc21(s) Cc22(s)

]
, (1)

and in the latter:

Cd(s) =

[
Cd1(s) 0

0 Cd2(s)

]
. (2)

Each non-null element is a PI controller in parallel form:

Cij(s) = KPij +KIij/s, (3)

where KP and KI are the proportional and integral gains,
respectively.

Fig. 1. Closed loop basic structure block diagram.

Considering the closed loop block diagram, Fig. 1, and the
loop gain transfer function:

L(s) = G(s)C(s), (4)

the following sensitivity functions are defined:

• sensitivity:
S(s) = (I+ L(s))−1 (5)

• complementary sensitivity:

T(s) = L(s)(I+ L(s))−1 (6)

• control sensitivity:

Q(s) = C(s)(I+ L(s))−1 (7)

The frequency response of the process is given by G(jω).
It can be obtained calculated from the process model, by
taking s = jω, or from input (u) and output (y) data
points, by applying Fourier transform:

G(jω) =

[
N−1∑
k=1

y(k)e−jωTsk

][
N−1∑
k=1

u(k)e−jωTsk

]−1

, (8)

where N is the size of the input/output data vectors, y(k),
u(k) and r(k) are the output, the input and the reference
signals at instant k, and Ts is the sampling period.

The problem consists in design the PI control for the
binary distillation column control such that the closed loop
is as close as possible to a given reference model. The cen-
tralized, decentralized and decentralized with decoupling
control structures will be compared.

The performance indexes used to compare the structures
are:

• mean absolute error (MAE):

MAE =
1

N

N∑
k=1

|r(k)− y(k)| (9)

• mean total value of the control signal (MTV):

MTV =
1

N

N∑
k=1

|u(k + 1)− u(k)| (10)

• mean absolute error with respect to the reference
model output (Mr):

Mr =
1

N

N∑
k=1

|yd(k)− y(k)|, (11)

which is the error between the designed closed-loop
output y(k) and the reference model output yd(k)
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• rise time (RT): the time it takes for the response to
rise from 10% to 90% of the steady-state response

• overshoot (OS): refers to how much the output ex-
ceeds the reference signal value.

• robustness: the sensitivity function maximum singu-
lar value curve is used to show the designed closed
loop robustness. Lower peak values MS of this curve
indicate greater robustness.

3. MIMO PI CONTROLLER DESIGN

In this section, the controller design is presented. An opti-
mization problem is proposed to calculate the PI param-
eters in order to approximate the closed-loop system by
a desired reference model. Constraints in the problem are
added in order to ensure closed-loop stability. Then, the
method for design the decoupler with inverted structure is
presented.

3.1 Controller design

Consider a centralized or decentralized PI controller given
by (1) and (2), respectively, and a desired loop gain Ld(s).
For a given controller with parameters θ, the loop gain will
be denoted as L(s, θ).

The optimization objective is based on Karimi and Kam-
mer (2017), which consists in obtain θ such that the loop
gain is closed to the desired in the H∞-norm sense, i.e.:

min
θ

∥L(s)− Ld(s)∥∞ , (12)

which is equivalent to minimize a scalar γ > 0, such that:

∥L(s, θ)− Ld(s)∥∞ ≤ γ, (13)

that can be rewritten as:

(L(s, θ)− Ld(s))
∗(L(s, θ)− Ld(s)) ≤ γ, (14)

where (·)∗ is the complex conjugate transpose. Thus, the
optimization problem presented is given by:

min
θ

γ

subject to:
(G(s)C(s, θ)− Ld(s))

∗(G(s)C(s, θ)− Ld(s)) ≤ γI.

(15)

Applying Schur’s complement to (15) leads to:

min
θ

γ

subject to:[
I (G(s)C(s, θ)− Ld(s))

∗

G(s)C(s, θ)− Ld(s) γI

]
≥ 0.

(16)

In Aguiat et al. (2021), the constraints on the control
sensitivity are inserted into the problem to ensure the
closed loop stability. It consists in limiting the peak of the
control sensitivity function by a scalar Qmax > 0: Thus,
the optimization problem is given by:

∥Q(s, θ)∥∞ ≤ Qmax. (17)

The constraint can be rewritten in the quadratic matrix
inequality form:

Q∗(s, θ)Q(s, θ) ≤ Q2
max. (18)

This constraints is concave-convex. To make the problem
convex, first the constraints are rewritten using Schur’s
complement, and then the concave part is convexified. The

linearization of the concave part is performed around a
known controller, i.e., the initialization controller Ci(s).

Thus, the controller gains are computed by solving the fol-
lowing convex optimization problem with LMI constraints
Aguiat et al. (2021):

min
θ

γ

subject to:[
I (G(s)C(s, θ)− Ld(s))

∗

G(s)C(s, θ)− Ld(s) γI

]
≥ 0

[
Λ(s, θ) (C(s, θ)/Qmax)

∗

C(s, θ)/Qmax I

]
≥ 0,

(19)
where:

Λ(s, θ) = P∗(s, θ)Pi(s) +P∗
i (s)P(s, θ)−P∗

i (s)Pi(s),
P(s, θ) = I+G(s)C(s, θ), and Pi(s) = I+G(s)Ci(s).

The problems (16) and (19) are solved using the frequency
response of G(s). It is not necessary an explicit mathe-
matical model of the process. For that, a large finite set of
frequencies is used. The frequency responses can then be
obtained by applying (8).

3.2 Simplified decoupler design

The TITO process decoupled with the simplified decoupler
is presented in Fig. 2, where the process G(s) is given by:

G(s) =

[
G11(s) G12(s)
G21(s) G22(s)

]
, (20)

u = [u1 u2]
T

is the controller output signal vector and

u′ =
[
u′
1 u′

2

]T
is the input signal vector (manipulated

variable). The simplified decoupler D(s) is the transfer
matrix between u and u′, that is given by:

D(s) =

[
1 D12(s)

D21(s) 1

]
. (21)

It is designed so that the resulting decoupled process:

Y(s) =

[
G11(s) +G12(s)D21(s) G12(s) +G11(s)D12(s)
G21(s) +G22(s)D21(s) G22(s) +G21(s)D12(s)

]
U(s)

(22)

is diagonal dominant.

Considering the approximate FOPTD model for the pro-
cess:

Ĝ(s) =

 K11

τ11s+ 1
e−sL11

K12

τ12s+ 1
e−sL12

K21

τ21s+ 1
e−sL21

K22

τ22s+ 1
e−sL22

 , (23)

where Kij , τij and Lij are the gain, the time constant and
the delay of the Gij(s), respectively. Then, the decoupler
terms are given by:

D12(s) = − Ĝ12(s)

Ĝ11(s)
= −K12(τ11s+ 1)

K11(τ12s+ 1)
e−ητd12s, (24)

D21(s) = − Ĝ21(s)

Ĝ22(s)
= −K21(τ22s+ 1)

K22(τ21s+ 1)
e−ητd21s, (25)

where τd12 = L12 − L11, τd21 = L21 − L22 and:

η(L) =

{
1; if τdij ≥ 0
0; if τdij < 0,

in order to assure that the decoupler is causal.
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Fig. 2. TITO system with inverted decoupler.

3.3 Centralized controller implementation

The practical implementation and maintenance of the
centralized controller is not trivial. To simplify these
tasks the centralized controller can be implemented as the
decentralized controller plus decoupler.

Considering the TITO process and the decoupler struc-
ture, the centralized PI controller Cc(s) can be rewritten
as a product of the decentralized PI controller Cd(s) and
the decoupler D(s).

Cc(s) = D(s)Cd(s) (26)[
Cc11(s) Cc12(s)
Cc21(s) Cc22(s)

]
=

[
Cd1(s) Cd2(s)D12(s)

Cd1(s)D21(s) Cd2(s)

]
(27)

Thus, the decentralized controller terms are given by:

Cd1(s) = Cc11(s), Cd2(s) = Cc22(s) (28)

and the decoupler terms:

Cc12(s) = Cd2(s)D12(s), (29)

D12(s) = Cc12(s)/Cd2(s) ⇒ D12(s) = Cc12(s)/Cc22(s).
(30)

Similarly, D21(s) is given by:

D21(s) = Cc21(s)/Cd1(s) ⇒ D21(s) = Cc21(s)/Cc11(s).
(31)

4. SIMULATION RESULTS

In this section, the multivariable PI controller structures
presented are applied to control a CSTR with a Van de
Vusse reaction:

A
k1→ B

k2→ C

2 A
k3→ D

. (32)

This reaction occurs on a vessel, which is fed with com-
pound A and has its temperature is controlled by a cooling
jacket. The dynamic model of this process is presented in
Aguilar-López et al. (2021). It has highly nonlinear, and
can present non-minimal phase or changes in gain signal
depending of the operating point.

The control objective is to improve the concentration of
compound B. The manipulated variables are the input
flow of compound A and the cooling jacket temperature.
The process variables are the concentration of B and the
reactor temperature.

The process model is simulated using Simulink, and the
optimization problems to determine the controllers are
solved using CVX framework.

Initially, the FOPTD process model was identified from
process open loop step response:

G(s) =


0.08e−0.29s

0.89s+ 1

−0.01e−0.42s

1.08s+ 1
−1.70e−0.11s

0.37s+ 1

0.42e−0.09s

0.65s+ 1

 . (33)

By doing a RGA analysis, the best input-output pairing
is the input flow and concentration for loop 1, and the
cooling jacket temperature and the reactor temperature
for loop 2.

The desired loop gain function (Ld(jω)) was defined from
the closed loop function (Td(jω)):

Ld(jω) = Td(jω)(I−Td(jω))
−1. (34)

The reference model considered is given by:

Td(s) =


e−0.29s

0.79s+ 1
0

0
e−0.09s

0.49s+ 1

 . (35)

The time constant for the jth loop is τj = 2(Tjj +Ljj)/3,
where Tjj and Ljj are, respectively, the time constant and
delay of the element Gjj(s) in (33) (Aguiar et al., 2023).
This was chosen in order to achieve a fast closed loop
response. The initialization controller is given by:

Ci(s) =

0.235

s

0.005

s
0.932

s

0.044

s

 . (36)

In addition, Qmax = 962.89 was used. The methods for
choose this parameters are presented in Aguiar et al.
(2023).

To get the process frequency response, the open loop
process was excited with a pseudo random binary signal
(PRBS) signal. The PRBS response is presented in Fig.
3. The PRBS signal clock period Tck is defined as a
function of the estimated dominant process time constant
Tst (Isermann and Münchhof, 2011):

Tck =
Tst

5
. (37)

Then, the Fourier transform (8) of the collected input and
output signals was performed.
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Fig. 3. PRBS open loop experiment
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4.1 Controller design

Centralized control Considering the initialization con-
troller (36) and the reference model (35), the centralized
controller was designed solving the optimization problem
(19). It can be written as a decentralized PI controller plus
simplified decoupler, as shown in (27), which results in:

C1(s) =

7.94 + 21.59

s
0

0 4.79 +
7.56

s

 , (38)

D1(s) =

 1 0.12
0.36s+ 1

0.63s+ 1

0.25
0.37s+ 1

0.62s+ 1
1

 . (39)

Decentralized control plus simplified decoupler The sim-
plified decoupler was designed using (24) and (25). The
FOPTD parameters are given by the model in (33). The
obtained decoupler transfer matrix was:

D2(s) =

 1 3.98
0.65s+ 1

0.37s+ 1
e−0.018s

0.12
0.90s+ 1

1.08s+ 1
e−0.131s 1

 .

(40)
Then, considering the decoupled process (22), the initial-
ization controller (36) and the reference model (35), the
decentralized controller was designed solving the optimiza-
tion problem. The resulting PI controller is given by:

C2(s) =

23.17 + 21.62

s
0

0 3.98 +
7.59

s

 . (41)

Decentralized control Considering the diagonal elements
of the initialization controller (36) and the reference model
(35). The decentralized controller was designed solving the
optimization problem (19), by constrained the solution set
for KP and KI to be diagonal. The obtained controller is
given by:

C3(s) =

11.05 + 11.36

s
0

0 2.63 +
3.98

s

 . (42)

4.2 Results

The three control structures were applied to the concen-
tration and temperature control of the CSTR. At time
t = 0, a step was applied to the setpoint of the loop 1,
with amplitude of 0.2 mol/L. When t = 10 min, other step
was applied to the setpoint of the loop 2, with amplitude
of −10 ºC

In Figs 4 and 5, closed loop step responses and the control
signals are presented, respectively. The process outputs
with the centralized and decoupler structures led to similar
results for setpoint traking and reference output error.
When the temperature setpoint was changed, the decou-
pler had a poor performance in mitigate the disturbance
in the concentration. This was due the uncertainties of the
FOPTD model used in the design of the decoupler.

The decentralized controller structure led to poor perfor-
mance both in setpoint tracking for the concentration, as
well as in reduce the coupling between the loops.

The performance indices are presented in the table 1.
The frequency indexesMS and ∥Q(s)∥∞ gives information
about robustness of the closed loop and the fullfilment of
the constraint Qmax, respectively. The time indexes were
obtained for each loop using Eqns. (9)-(11).

The decentralized structure have better robustness in-
dexes, but fail to meet the performance requirements. The
closed loop system with decoupler controller has good
performance results, at cost of a high total variation of
the control signals, as can be observed by the MTV in-
dexes and Fig. 5. That said, the centralized controller is
the best choice for this scenario, because good results in
performance and robustness were achieved.
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5. CONCLUSIONS

The comparative analysis between three PI MIMO control
structures was presented in this article. This structures are
centralized control, decentralized control and decentralized
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Table 1. Performance indices

Centralized Decoupler Decentralized

MS 1.58 1.31 14.77

∥Q(s)∥∞ 146.55 186.66 96.26

Loop 1

MAE 0.019 0.018 0.035

MTV 0.097 0.141 0.057

Mr 0.008 0.009 0.023

RiseTime (min) 1.7 2.4 8.6

Loop 2

MAE 0.593 0.586 0.835

MTV 0.925 2.01 0.467

Mr 0.290 0.287 0.545

RiseTime (min) 1.1 0.9 1.0

plus simplified decoupler. To design the PI controllers, a
design technique based on the process frequency response
and formulated as a convex optimization problem was
used. The decoupler was designed from the FOPTD pro-
cess model.

Centralized control resulted in reduced coupling, however
the coupling still affects performance. This structure dis-
advantage is that it is not usually implemented in practice,
due to maintenance difficulties. Thus, a way to implement
this controller as the decentralized controller plus a sim-
plified decoupler was presented. For a PI structure, the
decoupler terms have a lead-lag form.

With the decentralized plus simplified decoupler structure,
good performance but poor robustness was obtained, with
a high control signal variation. The purely decentralized
structure performance was degraded due to the coupling
non-cancellation between the loops. Although it is easy
to implement in the control system, for the considered
process, the closed loop high coupling interferes with the
proper functioning.

Thus, it can be concluded that the best performance was
obtained when the centralized controller was used. The
disadvantage in implementation can be treated by using
the decentralized plus simplified decoupler structure. In
the simulation study, both results in performance and
robustness were obtained for this structure.
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