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Abstract: Recently introduced Generalized Pre-trained Transformers (GPT) and conversional chatbots such
as ChatGPT are causing deep society transformations. The incorporation of these Artificial Intelligence
technologies can be beneficial in multiple science and development areas including Control Engineering.
The evaluation of GPTs within Control Engineering Education and PID control is addressed in this work.
Different types of interactions with GPTs are evaluated and the use of a personalized GPT for PID tuning

explored.
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1. INTRODUCTION

At present, there is an observable escalation in the influence
exerted by Artificial Intelligence (AI) methodologies across
various facets of human existence. The Singularity advent, as
the moment as the technology progress will enable Al to
surpass human intelligence, may be closer than forecasted by
Kurzweil (2005). One of the most actual research topics is
Artificial General Intelligence (AGI) (see Fig. 1 motivation
figure), which may be an important step towards the
Singularity. A company that currently is a major player in
developing AGI techniques is OpenAl (2023). The work
undertaken by OpenAl on Generalized Pre-trained
Transformers (GPT) led to a disruptive breakthrough with the
public release of ChatGPT (2023) on November 15, 2022. As
this paper is being written, one year after ChatGPT-3 was
released, its impact and repercussions are undeniable, reflected
also by a substantial number of related scientific publications
(e.g. Mogavi et al., 2024; Javaida et al., 2023, Neumann ef al.,
2023, Moura Oliveira, 2023). Consequently, in most scientific
domains, it can be asserted that a distinct 'before and after' era
has been delineated by the advent of ChatGPT. This is also true
for Control Engineering, motivating GPTs exploration in this
area is reported in this paper.

The first generative pretrained model (GPT-1) development
presented a breakthrough (in 2018) in Natural Language
Processing (NLP) and understanding. Large Language Models
(LLM) are pretrained using Machine Learning techniques such
as Deep Learning, Unsupervised Learning, Transfer Learning
and Reinforcement Learning. Reinforcement Learning has
been employed in later stages for fine-tuning and optimizing
the model's responses using Proximal Policy Optimization
(PPO) methods (OpenAl, 2023). The use of larger data-sets to
train the models, with more parameters and more sophisticated
algorithms, resulted in the progressive development and release
of GPT-2 (2019), GPT-3 (2020) and more recently GPT-4
(2023). The different versions improved text generation and
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understanding. GPT-3 presented problem solving involving
some mathematics and programming coding capabilities. An
important GPT-3 feature is the ability to provide answers based
on Zero-Shot or Few-Shot Learning, meaning that it needs zero
examples or few examples to perform a specified task. While
GPT-5 is not released, the version used in this work is GPT-4
with DALL.E 3 (2023), which has Web browsing and data
analysis capabilities. Note that GPT 3.5 is freely available by
OpenAl. However, GPT-4 requires the ChaGPT Plus payed
subscription (20USD a month) and currently its use is limited
to 40 messages every 3 hours.

Fig. 1. A conceptual art piece integrating Artificial General
Intelligence (AGI), ChatGPT and Industry 4.0 themes
generated by Dall-E 3 (2023).

Recently OpenAl (2023) enabled every ChatGPT Plus
subscriber to make its own personalized or custom GPT. These
are now referenced as GPTs. So, this new option can also be
easily deployed for control engineering.
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The main research questions this article tries to provide
answers to are the following:

1. How can GPT-4 be used for
teaching/learning/training control engineering? We
live in an immediate world where time is of the
essence, as technology changes at a rapid pace. Thus,
any help we can obtain to learn (and work) more
efficiently is welcome. As will be shown, ChatGPT
can act as a kind of co-pilot in various useful
activities. This is important both in Academia and in

Industry.

What type of prompts are more appropriate for
control engineering? Exploration examples will be
provided with prompts involving the following types:
i) Textual based; ii) Image based iii) Code based, and
iv) File based.

The remainder of the paper is organized as follows: section 2
presents general control engineering and industrial automation
ChatGPT-4 use cases. Section 3 presents a GPT called PID
Tuning Advisor, elaborated by this paper authors. Section 4
presents different evaluation examples regarding possible use
cases of GPTs for PID control and finally section 5 concludes
the paper and outlines further work.

2. GPT-4 EVALUATION FOR GENERAL CONTROL
ENGINNERING

This section considers some general use-cases when GPT-4
acts as users tutor. The first example, depicted in Figure 2, uses
a prompt featuring a simple Ladder Diagram (LD) figure with
a timer. GPT is asked to explain the diagram.
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Can you explain the following diagram?
Fig. 2. Simple Ladder Diagram with a TON Delay timer.

The answer provided by GPT-4 is presented in Figure 3. As can
be observed, based on the Portuguese to English translation of
some labels, GPT-4 appears to provide a good explanation
concerning the different diagram elements. However, there are
some confusing elements such as the blue highlighted part in
Figure 3. Even after adding the complementary information to
consider the LD as complete, it failed to explain that the Water
Pump, once activated, is deactivated 3 seconds later.

The second example uses a prompt including a GRAFCET
model extracted from (¢eGRAFCET, 2023), depicted in Figure
4, in which the GPT is asked to explain the diagram. A GPT-4
answer is provided in Figure 5. As it can be seen from Figure
5, there are some image labels correctly interpreted by GPT-4
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relating the diagram with the cars example. The response
provided is sensible, despite the user not providing information
that specifies the role played by the PLC outputs controlling the
motors. So, the information provided by GPT-4 could help
user/student in model understanding.

ChatGPT

The diagram you've uploaded appears to be a ladder logic diagram, which is a
programming language used to program programmabile logic controllers (PLCs).
These controllers are widely used in industrial applications for automating machinery
and processes. Here's an explanation of the components and what they likely

represent:

. %I0.0 "Botdo_C": This is an input represented by a normally open (NO) contact. It
might be a physical button or switch labeled "Botdao_C" (which translates to "Button_C"
in English). When the button is pressed, it closes the circuit.

2. %Q0.0 "Bomba_Agua™ This is al
adevice labeled "Bomba_Agua" (which translates to "Water Pump" in English). When

utput represented by a coil. It could be controlling

the coil is energized, the device is activated.

3. %MO0.0 "Flag_Curto": This might represent an internal memory bit or flag within the
PLC program, possibly used as a condition or status indicator in the program.
"Flag_Curto" could translate to "Short Flag" or "Quick Flag."

. %DB1"IEC_Timer_0_DB": This represents a data block that contains the configuration

of a timer. Data blocks are used in PLCs to store data structures or arrays.

5. TON: This is an on-delay timer. The "IN" is the input that starts the timer, "PT" stands

for "Preset Time" which is set to 3s (3 seconds), and "Q" is the output that becomes
true after the timer has elapsed the preset time. "ET" represents "Elapsed Time."
5. == |--> (Branch around the TON): This indicates a parallel branch that bypasses the

timer. The ladder logic within this branch can be executed independently of the timer
status.

7. -=(S)-->: This symbol represents a set (latch) function. When the logic leading to this
symbol is true, it sets a memory bit or output.
--(R)-->: This symbol represents a reset (unlatch) function. When the logic leading to

this symbol is true, it resets the memory bit or output.

In operation, when the "Botdo_C" input is activated, two parallel branches can be
followed. One branch might start the "Bomba_Agua" immediately (using the latch
function). The other branch starts a timer. If the condition for the timer is met (after 3
seconds), the "Bomba_Agua" could be either stopped or started based on the logic

that follows the timer in the ladder diagram.

This kind of diagram is used for both programming and troubleshooting PLC-
controlled systems in industrial settings. The exact function would depend on the
context of the entire program and the physical connections to the PLC.

0 c

Fig. 3. PrintScreen of an answer provided to GPT-4 regarding
the explanation of LD presented in Figure 2.
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What information can you provide about the inserted figure?

Fig. 4. eGRAFCET example regarding the control of two cars.
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ChatGPT

The inserted figure appears to be a representation of a Grafcet (or Sequential Function
Chart, SFC) diagram, which is a graphical programming language used for designing
and describing control sequences in automation processes. It Is often used in
conjunction with PLC (Programmable Logic Controller) programming. The diagram is

divided into two main parts:

1. Top Part - Physical Layout or Process Diagram:

* It shows two tracks, A and C, with a car on each track (C1on track A and C2 on
track C).
* Each car can move towards positions b and d, respectively, controlled by motors
(M1, M2 for C1.and M3, M4 for C2).

* The positions b and d have sensors that likely detect the presence of the cars.
2. Bottom Part - Grafcet Model:

* The model starts with step 0, labeled "Both cars are resting", which indicates the
initial state of the system.
The transitions are conditions for the sequence to proceed from one step to the
next. For instance, transition (1) is triggered by condition 'p', which might be a start
condition or a sensor input.
Steps 1, 2, and 3 describe a sequence where car C1is supposed to move, as
indicated by the actions M2 (perhaps activating motor 2 to move car C1) and M1
(perhaps activating motor 1to stop car C1). During this sequence, the system s in
the state "C1 waits for C2".
Simultaneously, steps 4, 5, and 6 describe a sequence for car C2, with actions M4
and M3 likely corresponding to starting and stopping the car on track C. The
system s in the state "C2 waits for C1" here.
Transitions (2) to (3) and (4) to (5) are conditional on sensors b and ¢, which could
be the sensors detecting the cars at positions b and d.
The last transition (6) is a return to the initial state, implying a cyclic process where

both cars will rest before the sequence begins again.

The exact mechanics of the control sequence depend on the specific actions
associated with the motors (M1-M4) and the conditions that trigger the transitions (a,
b, ¢, d). This kind of diagram Is central to understanding and implementing complex

automation processes in various industries, such as manufacturing, transportation,

and logistics.

Fig. 5. GPT-4 answer regarding the example provide in Figure
4.

The example provided in Figures 6 and 7 tries to evaluate if
GPT-4 can provide answers about a system based on an open-
loop step response. GPT is also asked to provide the first
overshoot estimate. The GPT response, presented in Figure 8,
provide not only a good estimate for the first overshoot but also
a detailed explanation of how this value was evaluated.
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What information can you provide based on this open-loop step response?

Fig. 6. Second-order system step-response example (part I).
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ChatGPT
The graph shows an open-loop step response, which is a common way to analyze the

dynamics of a control system. Here's what the step response tells us:

. Overshoot: The response overshoots the desired steady-state value, which is typically

normalized to 1.0 (or 10 Overshoot is the extent to which the process variable
exceeds its final steady-state value.

Settling Time: The graph indicates the n takes a significant amount of time to
settle within a certain percentage of the final value. The settling time is usually the
time taken for the response to reach and stay within a range (e.g. % or +5%) of the

steady-state value.

3. Oscillation: There are oscillations present before the system settles, indicating that

the system might have a relatively low damping ratio. This can be indicative of a

system that is underdamped.

4. Stability: Since the response does not diverge and eventually settles, the system is

stable, but due to the illations, it may not be optimally tui for damping.
Type of System: The shape of the response suggests that the system might be a
second-order system or higher, given the oscillatory nature of the response. First-

order systems typically do not exhibit oscillations in their step response.

Fig. 7. Second-order system step-response example: part II.
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ChatGPT

To determine the overshoot from the step response graph, we can follow these steps:

Identify the steady-state value that the response seems to be approaching as time

goes to infinity. In many control systems, this value is normalized to 1.0 (100% of the

step input value).

Find the maximum value of the first peak above the steady-state value.

Calculate the overshoot with the formula:

N _ ( Maximum V. 5 State Value ) o7

Overshoot = ( dy-State Value ) x 100%
From the graph, the steady-state value looks to be around 1.0, and the maximum peak
seems to exceed this by approximately 60% of the steady-state value (since the peak

amplitude is roughly 1.6 and the steady-state value is 1.0).
So, the overshoot can be estimated as:
Overshoot = (2%7%) x 100% = 60%

This means the response overshoots the final value by approximately 60%.

Fig. 8. GPT-4 answer regarding a first overshoot estimation

based on the step response provided.

3. GPT PID TUNING ADVISOR

Here a custom specific GPT called “PID Tuning Advisor” (see
Fig. 9), designed with some simple specifications related to the
PID topic is evaluated using different prompting approaches.

PID Tuning Advisor

Friendly, broad knowledge PID advisor

5 of PID tuning | should know

Fig. 9. GPT PID Tuning Advisor.
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This customGPT was made with the GPT Builder (OpenAl,
2023). This tool guides the user to tailor its GPT, using a step-
by-step approach. This requires defining the GPT general
objectives, conversation starters examples, conversational
style, etc. The GPT builder configuration menu, provides the
user with the options to personalize its GPT to accept additional
knowledge files, to perform web browsing, to generate image
using Dall.E and use the Code Interpreter. All the mentioned
options were used for creating the PID Tuning Advisor. The
GPT builder also enables the user to use third party APIs.

In the next example, GPT has been asked to provide a Matlab
code to simulate a PID controller in the digital domain,
specifying the type of algorithm to be used. The answer is
provided in Figures 10, 11 and 12.

You

I want to implement a PID controller in the digital domain. Can you provide a program
in Matlab code to simulate a step response for a first order plus time delay model,
using the absolute algorithm?

4 PID Tuning Advisor
Certainly! To simulate a step response for a first order plus time delay (FOPTD) model

using a PID controller in the digital domain, you can use MATLAB. The FOPTD model
typically has the form:

G(s) = pEiete

where K is the process gain, T is the time constant, and L is the time delay.

In the digital domain, we use discrete approximations for the PID control law. The

absolute (or parallel) form of the PID controller is:
u(t) = Kpe(t) + K; ¥ At + Ky d':,‘:,f."

where K, K;, and K4 are the proportional, integral, and derivative gains respectively,

Ef!._} is the error signal, and At is the sampling time.

Here's a MATLAB script that simulates a step response using a PID controller fora
FOPTD model:

Fig. 10. Question and part of the GPT-4 answer regarding the
simulation of a digital PID loop.

matlab

% PID Tuning Paramete

dt = 0.01;

total_time = 10;

- yli-1))duT;

trol input
utput
1 with PID Controller');

Fig. 11. Matlab Code generated by Chat-GPT.

This script sets up a PID controller and simulates its response to a step input on a

'Ki’, "Kd*),and

FOPTD process model. Make sure to adjust the PID parameters ("Kp~,

the process model parameters ("K", “T*, "L ") as per your system's characteristics. The

time delay is handled by introducing a delay in the control input.

This code provides a basic simulation framework. Depending on the specifics of your

application, you might need to refine the PID tuning and model parameters.

Fig. 12. Remaining of the answer presented in Figure 11.

Testing the provided code (Figure 11) in Matlab yielded the
step response shown in the left plot of Figure 13, demonstrating
that it functioned correctly without any modifications. GPT-4
is asked if it can run the provided script, and it managed to
provide a replica of the Matlab plot (see right side of Figure
13).

Step Response of FOPTD Model with PID Controller

§ PID Tuning advisor

o 2 4 6 8 10
Time (seconds)

Fig. 13. Matlab Code generated by Chat-GPT tested in Matlab
(left plot) and replicated by GPT-4 (right plot).

Asking GPT to analyse data inserted using a CSV file with
comma-separated values is the objective of the example
depicted in Figure 14. Besides the label for each file column,
no additional information is provided to GPT. The open-loop
test was obtained using a TCLab Arduino kit for a Control
Engineering experiment (for more details see Moura Oliveira
and Hedregreen, 2019).

B Step_ti.csv

Spreadsheet

Consider the following data corresponding to an open-loop step response of a system.
Can you plot the response if the first column is the time, the second the system input
and the third the system output?

Fig. 14. Prompt using an open-loop step response data file.

The result of the prompt submitted in Figure 14 is presented in
Figure 15. As it can observed, after an analysis error (frequent
at this ChatGPT development stage), the GPT-4 is able to
correctly extract the data series from the supplied file and
elaborate the corresponding plot.

The following prompts objective is to evaluate if the GPT can
perform some data analysis. In Figure 16, GPT is asked to
estimate the first order plus time delay (FOPTD) model from
the open-loop step response. The answer was correct both in
terms of the explanation provided regarding the method used,
as well as in terms of the model parameters evaluation.
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There was an error in the code execution because the data was not reloaded after the

previous error. | will reload the data and then attempt the plot again.

Open-loop Step Response of the System

o
S

Response

40

20

— System Input
— System Output

600

500

Here is the plot showing the open-loop step response of the system. The blue line
represents the system input, and the green line represents the system output, both
plotted against time. This visual representation can help in understanding the

dynamics of the system and in further PID tu&ing analysis. If you have any more

questions or need further analysis, feel free to ask!

Fig. 15. GPT-4 response, plotting the open-loop response
extracted from a data file.

You
| want to estimate a first order plus time delay model parameters from this open-loop
test. Can you provide those values, and explain the method used?

% PID Tuning Advisor
Estimating the parameters of a first-order plus time delay (FOPTD) model from open-

loop test data involves identifying three key parameters:

1. Process Gain (K): The ratio of the change in output to the change in input.

2. Time Constant (t): The time it takes for the system to reach approximately 63.2% of
its final value after a step change.

3. Dead Time (B): The delay between the input change and when the output starts to

respond.

The standard FOPTD model is represented as:

K _—0s
75416

To estimate these parameters from the provided data, we typically use graphical

methods. Here's a simplified approach:

. Process Gain (K): Determine the steady-state values of input and output. Calculate

2. Dead Time (8): Identify the point where the input changes and find the corresponding
time. Then find the time when the output starts to respond significantly. The
difference is the dead time.

3. Time Constant (t): After the dead time, find the time at which the output reaches
63.2% of its total change (from the point where it starts responding). The difference

between this time and the dead time is the time constant.

Let's apply these steps to your data to estimate the FOPTD model parameters.

Based on the open-loop step response data provided, the estimated parameters for

the First-Order Plus Time Delay (FOPTD) model are:

1. Process Gain (K): Approximately 0.348
2. Dead Time (8): Approximately 10142 seconds
3. Time Constant (t): Approximately 143.368 seconds

Fig. 16. Results of a FOPTD model estimation.

The following results were obtained after a series of
interactions with the GPT-4 to evaluate its data analysis and

simulation capabilities. Due to space limitations it is not
possible to present all the successive prompts and plots herein.
After GPT being asked to determine the initial process output
steady-state value it was asked to simulate the step response
with the estimated FOPTD model and overlap the plot with the
real process data. The outcome result is illustrated in Figure 17.
After asking GPT to evaluate the integral of the square error
between the estimated model and the data it was asked to run
an optimizer to minimize this error to improve the model
fitting. It successfully presented an optimized model
corresponding to K= 0.351, t=130.95 seconds and 6= 16.293
seconds (dc gain, time constant and time delay respectively).

You

Now overlap the model step response with the real data process cutput

i PID Tuning Advisor
Comparison of Actual and Simulated System Output with Step Input

Aetusl Sy

=== Sl

Gutsut

TD Response with Step Input

300
Time (seconds)

green) and th
model (in blue, d line), with the step input applied at 10 seconds and an

amplitude of 100.

Fig. 17. Open-loop plots obtained with GPT-4.

You
Can you overlap the optimized model, the previous estimated model and the real data
responses?

% PID Tuning Advisor

Comparison of Actual, Initial, and Optimized Model Responses

] 100 200 300 a00 500 600
Time (seconds)

The plot above displays a comparison of the actual system output (in green), the initial

simulated step response of the First-Order Plus Time Delay (FOPTD) model with the

originally estimated parameters (in blue, dashed line), and the optimized simulated

response with the new parameters obtained from the optimization process (in red,

dash-dot line). 15

Fig. 18. Comparison between an optimized FOPTD model with
the previous FOPTD model and real data.

The overlapped responses of FOPTD models and real data are
presented in Figure 18. The results presented converged to the
values obtained in a similar experience reported in (Moura
Oliveira and Hedregreen, 2019) in which a Particle Swarm
Optimization algorithm was used as the optimizer (K= 0.35,
7=131 seconds and 6= 16.3 seconds).

The next prompt (see Figure 19) asked GPT to use the classical
Cohen-Coon tuning rules to evaluate a PID controller gains,
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using the optimized FOPTD model parameters. Here the GPT
got the wrong expressions for the integrative time constant, Ti,
and derivative time constant, Td, as the multiplying factor is 6
and not t. Note that this type of error is difficult to detect. After
some interactions the GPT-4 corrected both the tuning formulas
and evaluated the PID gains: Kp=31.28, Ti=38.12 seconds and
Td=5.79 seconds.

You
Can you evaluate the PID controller gains using the Cohen and Coon tuning rules
based on the optimized FOPTD model parameters?

7 PID Tuning Advisor
Certainly! The Cohen-Coon tuning rules are a set of heuristic formulas used to
calculate the PID controller gains (Proportional gain I\',,. Integral time T}, and
Derivative time T;) based on the parameters of a First-Order Plus Time Delay (FOPTD)
model. These rules are particularly useful for systems with a significant dead time

compared to the time constant.
Given the optimized FOPTD model parameters:

* Process Gain K: Approximately 0.351
* Dead Time 6: Approximately 16.293 seconds
* Time Constant 7: Approximately 130.950 seconds

The Cohen-Coon tuning formulas for a PID controller are:

Let's calculate the PID controller gains using these formulas.

Based on the optimized First-Order Plus Time Delay (FOPTD) model parameters and

using the Cohen-Coon tuning rules, the PID controller gains are estimated as follows:

* Proportional Gain ( K, ): Approximately 31.277
* Integral Time ( 7} ): Approximately 306.397 seconds
* Derivative Time ( T); ): Approximately 46.565 seconds

Fig. 19: GPT Cohen and Coon (wrong) tuning rules evaluation.

5. CONCLUSION

GPT-4 was explored in the context of control engineering by
evaluating the results provided to a series of different types of
prompts. When OpenAl enabled building a custom GPTs for
specific purposes, it opened a wide range of new possibilities.
A GPT entitled PID tuner advisor was made using the standard
step-by-step procedure available in ChatGPT. This GPT was
used to provide answers to some general model estimation and
controller design issues.

Considering that GPTs does not understand the real meaning of
the generated sentences, in the way humans do, “just” predicts
the next word, the overall quality of the responses provided is
very high. The obtained results showed that quality questions
usually generate quality answers. It is clear from the results
obtained, that if one knows how to make a good question, it
will obtain a good answer. However, we cannot yet trust all the
answers provided. GPT hallucinations may occur, meaning that
it can provide wrong answers. The quality of the answers
provided can easily elude an user. So, an important question
remains: how can an unexperienced user be certain about the
correctness of the provided answers? The user certainly must
double check the information received using other credible
information sources. This issue is associated with another
problem which is the learner promotion of critical thinking
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skills. In the other hand, for experienced users, GPTs can be
used to facilitate performing different tasks, such as involving
programming languages and image interpretation. It is
important to state that the GPT-4 payed subscription is a
disadvantage, as may users (e.g. students) can not afford it.
Also, the current maximum 40 messages every 3 hours use may
be restrictive in some cases. Future development can pass by
including external actions for increasing the personalized GPT
capabilities. Future work is necessary to consolidate and
improve the PID Tuner Advisor as well as test it in Control
Engineering Education courses, collecting and analysing
students’ feedback.
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