Master Projects for Professor Sigurd Skogestad. Spring 2010
1. Self-optimizing Control of a Methanol Process

Methanol can be produced from different sources like natural gas, coal, biomass and petroleum. A methanol plant has 3 main parts (i) production of synthesis gas, (ii) methanol reactor (iii) purification. Various technologies for producing synthesis gas and different types of methanol reactor, catalyst and kinetics are available in literature. In particular, Auto-Thermal Reforming (ATR) is claimed to be the best option to supply synthesis gas for large methanol plant capacities.

In this work, we study in a detail a process based on ATR for synthesis gas production and a fixed bed methanol reactor (Lurgi technology). The well-known Graaf kinetics is used for the methanol reactor; the remaining reactions are simulated assuming thermodynamic equilibrium.

The UniSim process simulator is used to simulate and optimize a methanol plant with a capacity of around 5000 tons/day, which is a current large industrial scale capacity.

The process includes heat integration, high-pressure CO2 removal, recycles and purge. Important process parameters, which are subject to optimization, include feed rates of water and oxygen relative to methane, reactor temperatures, pressures and recycle flows. 

In addition to determine the process and equipment design, optimization in two modes (I- feed is given and II-feed is also a degree of freedom) is used to find optimal operation (control) policies where an important issue is: What should we control? To answer this in a systematic manner we first need to define operational objective (which in this case is to maximize the profit of the plant) and operational constraints (such as maximum and minimum temperatures and minimum stream to carbon ratios). 

Next, we optimize the operation for various disturbances (such as feed flowrate, feed composition, pressure and temperature, constraint values, etc.). The first thing we need to control is the active constraints, for example, the minimum amount of steam. Next, we look for “self-optimizing variables”, which are controlled variables which indirectly give close-to-optimal operation when held at constant setpoints, in spite of changes in the disturbances variables.

Master student: Theophilus Arthur

Co-supervisor: PhD student, Mehdi Panahi 

2.     Dynamic simulation of liquefaction process for natural gas

LNG (Liquefied natural gas) is still a growing business, both in Norway and abroad. Liquified natural gas (LNG) is produced by cooling natural gas in several stages to about -162C so that it can be stored as liquid as atmospheric conditions. The volume is then reduced by a factor of about 600. The process is energy and capatial intensive and many alternative designs have been proposed. One is the Mixed Fluid Cascade (MFC) used by Statoil at Hammerfest, but there are also simpler processes. We want to optimize the operation of such plants, and one approach is to make dynamic models and see how they respond to different disturbances and different choices of controlled variables with the goal of identifying “self-optimizing” controlled variables.

As steady-state optimization of this kind of process has showed to be difficult, the dynamic approach is interesting. By building the model, the students can develop understanding for dynamic modelling, then simple feedback control can be implemented in single-input single-output controllers and optimization can be done by changing the setpoints of the unconstrained controlled variables. The basis for the project is an existing model of the process in Hysys/Unisim , MATLAB or gPROMS. This project will thus cover the following topics:

- Dynamic modelling

- Process control

- Optimization

Co-supervisor: Magnus G. Jacobsen

3. Design of integrated distillation columns for separation of multicomponents mixtures 
We have worked for many years on new integrated distillation sequenses, including Petlyuk distillation and the Kaibel column. We have build an experimental column which is operated experimentally during 2009-2010.

In this project, the focus will be on design, whereas two other projects will focus on operation and control.

More specifically, the goal of this project is to look for the optimized thermally coupled distillation sequences for multi-component separations. A rigorous model is developed in UNISIM and MATLAB or GAMS will be used for the optimization. So, the capabilities of both softwares are used at the same time. Different alternatives are simulated in UNISIM and then the best option should be selected considering the energy savings through a proper optimization of the interconnecting streams.

Co-supervisor: Maryam Ghardran + Ivar J. Halvorsen (SINTEF)

4. Automated drilling

The drilling process is controlled by machines mainly operated manually by drillers. The task is to drill fast and safe while keeping within a set of boundaries and handle upsets. It is a challenge to coordinate the hardware tools involved in drilling (top drive, pumps, chokes, etc). There is a great potential by increased automization and optimization. Statoil alone drills for appr 50 MRD NOK/year and the drilling industry operates with a 20-25% non-productive time in average. The main objective is to maximize the drilling efficiency, e.g. represented by the rate of penetration (ROP) and time spent to perform standard operations such as connections. Other parameters are drill bit wear, wellbore pressure, cuttings removal, drill string 

torque load, pump flow rates, and choke opening (MPD). Advanced PDE models have been developed mainly for planning and these have also been used in real time during drilling in some operations.

1) The drilling process: A plantwide control approach for optimization

The task is to study the drilling process and to make a simple model for control. 

A starting point can be the pressure-model (Kaasa-model). A task is to make a simple model for rate of penetration (ROP). Both the Kaasa-model and the model for ROP should be used to do a systematic analysis to find the controlled variables and manipulated variables. Further, the best way to pair the variables.
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Supervisor: Sigurd Skogestad
In cooperation with Statoil and Siemens
Co-supervisor: John-Morten Godhavn (Statoil), Esmaeil Jahanshahi
2) Simulation and control of the drilling process: Feedback or feedforward?

A high fidelity Matlab model of a well is available from IRIS. In this project we want to study the application of such a model for control or if it is sufficent to use feedback control from measurements.

Controller analysis of poles, zeros, time constants, deadtimes. 

Supervisor: Sigurd Skogestad

In cooperation with Statoil and Siemens
Co-supervisor: John-Morten Godhavn (Statoil), Esmaeil Jahanshahi
5. Stabilization of two-phase flow in risers from reservoirs (anti-slug control)

(in cooperation with Siemens)

This project is motivated problems with riser slugs in offshore fields in the North Sea. The objective is two-fold

1. Compare and analyze alternative simplified model of the process.
2. Tune the simple model based on experimental data on our mini-rig.

so that it represents the actual behavior

3. Discuss the possibility for avoiding the slug flow, for example, by use of active control.
It is also possible to do experiments on a small-scale rig. 

Co-supervisors: Weiwei Qiu (postdoc), Esmaeil Jahanshahi (PhD student) and Professor Ole Jørgen Nydal
6. Model reduction for fast MPC

The goal is to make a framework for evaluation of reduced models when

the reduced model is to be used in closed-loop model predictive control

(MPC). The tool we use is bilevel programming, see [1].

The student should have an interest for Matlab and programming in

general.
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Co-supervisor: Henrik Manum
7. Dynamic simulation of alternative control strategies  

Co-supervsior: PhD student Ramprasad Yelchuru
The objective is to simulate and compare alternative base (regulatory) control structures on some case studies using dynamic simulation (Hysys/Unisim). 

Links to descriptions of the software:

http://hpsweb.honeywell.com/Cultures/en-US/Products/ControlApplications/AdvancedControlOptimization/ProfitController/default.htm
 http://hpsweb.honeywell.com/Cultures/en-US/Products/ControlApplications/Simulation/default.htm”

 

8. Self-optimizing control of batch processes
Co-supervisor: PhD student Håkon Dahl-Olsen 

Based on a dynamic model (in Matlab or gProms) of a batch reactor or batch distillation column, the task is to test out alternative self-optimizing control strategies. The objective is to minimize the batch time
9. Modelling and Control of District heating systems

In Trondheim there is a district heating network for hot water based on the Tiller incineration plant for burning waste, and in Oslo there are similar plants. It is possible to save energy by improving the operation and control of such systems. This will be a continuation of a successful ongoing project in cooperation with Helge Mordt at Prediktor (Fredrikstad) who has been working with the Oslo plant.

In practice most district heating systems are controlled by very simple decentralized control. Many decisions are made based on experience and best practice. The scope of this work is to apply a model based systematic approach to the control of a district system.

The master project consists of following parts

· Literature study

· Modelling (we have a model, but it has to be checked and possibly modified)

· Optimizing to find a good nominal operation point

· Designing a self-optimizing control structure or alternatively a MPC controller

Co-supervisor: PhD student Johannes Jäschke

10. Simple rules for retuning of control loops

Most PID tuning rules, for example the SIMC tuning rules, assume that one has available a simple process model obtained from open-loop experiments. The objective is to extend the tuning rules to the closed-loop case where a controller is already in operation. The task is to identify if control can be improved by retuning and propose rules for the retuning.

Co-supervisor:  M. Samsuzzoha .
