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Introduction

Throughout this paper let $\Lambda$ be a noetherian $R$-algebra where $R$ is a complete local ring with maximal ideal $m$ and let $x$ in $m$ be a $\Lambda$-regular element. This setting will be referred to as $\Lambda$ being general or the general case. We denote by $\text{mod}\Lambda$ the category of all finitely generated $\Lambda$-modules.

Let $\Lambda, R$ and $x$ be general and let $M$ be in $\text{mod}\Lambda$ on which $x$ is regular. Define $n_x(M)$ to be the minimal integer $n$ such that $x^n : \text{Ext}^1_\Lambda(M, \Lambda) = (0)$ if such an integer exists and infinite otherwise. The main object of study in this paper is to prove the following Maranda type of results. Let $M$ be in $\text{mod}\Lambda$ on which $x$ is regular and assume that $n_x(M)$ is finite. If $M/x^nM \cong N/x^nN$ for some $N$ in $\text{mod}\Lambda$ on which $x$ is regular and $n \geq n_x(M) + 1$, then $M \cong N$ and if $M$ is indecomposable and $n \geq n_x(M) + 1$, then $M/x^nM$ is indecomposable. In addition we investigate the limit value $n_x(M)$ and show that if $M/x^nM \cong N/x^nN$ for $M$ indecomposable, $N$ in $\text{mod}\Lambda$ on which $x$ is regular, $n = n_x(M) < \infty$ and $n \geq n_x(N)$, then $M \cong N$ or $N \cong \Omega_x(M) \cong \Omega_x^2(N)$. Moreover, if $n = n_x(M) < \infty$ and $M$ is indecomposable, then $M/x^nM$ is indecomposable or $M/x^nM \cong A \oplus \Omega_{x^n\Lambda}(A)$, where $A$ is an indecomposable module over $\Lambda/x^n\Lambda$. These last two statements are only proved when we in addition assume that $R$ is Gorenstein, such that $\Lambda$ is a maximal Cohen-Macaulay module over $R$ and $\text{Hom}_R(\Lambda^{op}, R)$ is isomorphic to $\Lambda$ as left $\Lambda$-modules, and where $M$ in $\text{mod}\Lambda$ is as an $R$-module a maximal Cohen-Macaulay module over $R$. This setting will be referred to as the Gorenstein case or the
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Gorenstein setting. For the more general case we only have weaker results. These Maranda type results and even stronger results are proven for group rings \( RG \) in \([12]\), where \( R \) is a complete discrete valuation ring of characteristic zero with prime element \( p \) and \( G \) is a finite group. So this setting is a special case of our Gorenstein case, and in fact \([12]\) is the main source of inspiration for this work. Let \( c_p \) be the supremum of \( n_p(M) \) taken over all \( RG \)-lattices \( M \). This number \( c_p \) is the same as the highest power \( n \) of \( p \) such that \( p^n \) divides the order of \( G \) and therefore \( c_p \) is finite. In \([12]\) the following result besides those also proven in this paper are proved. Let \( M \) and \( N \) be \( RG \)-lattices and assume that \( M \) is indecomposable and that \( M/p^nM \simeq N/p^nN \) with \( n_p(M) \geq n_p(N) \). If \( n = c_p \), then \( M \simeq N \) unless \( p \) divides 2 and the Sylow 2-subgroup of \( G \) is of order two \([12, \text{Theorem 1.1 (c)}]\). If \( n = c_p \), then \( M/p^nM \) is indecomposable \([12, \text{Theorem 1.2 (c)}]\). For an absolutely indecomposable \( RG \)-lattice \( M \), the number \( n_p(M) = c_p \) if and only if \( \operatorname{rank} R \) \( M \) is prime to \( p \)\([12, \text{Theorem 1.4}]\). We have no analogs of \([12, \text{Theorem 1.1 (c) and Theorem 1.4}]\) and \([12, \text{Theorem 1.2 (c)}]\) is not true in our more general setting. Further, we have no analog of that the endomorphism ring of \( M/p^nM \) modulo endomorphisms factoring through projectives is independent of \( n \) for \( n \geq 2n_p(M) \) \([12, \text{Theorem 1.3}]\).

The classical setting in which lattices over orders were studied is the following setting. Let \( \Sigma \) be an \( S \)-order in a finite dimensional separable \( K \)-algebra \( A \), where \( S \) is a discrete valuation ring with prime element \( \pi \) and quotient ring \( K \). In this situation there exists a non-negative integer \( i_0 \) such that \( \pi^{i_0} \cdot \operatorname{Ext}^1_{\Sigma}(M, N) = (0) \) for all \( \Sigma \)-lattices \( M \) and \( N \) \([4, \text{Cor. 29.5}]\). This means that the supremum of \( n_x(M) \) taken over all \( \Sigma \)-lattices \( M \) is finite. We also study this supremum of \( n_x(M) \) for different subcategories and give necessary conditions for it to be finite. In the general case we consider the subcategory \( \operatorname{TF}_x(\Lambda) \) of all \( \Lambda \)-modules in \( \operatorname{mod} \Lambda \) on which \( x \) is regular. We show that if the supremum \( t_x \) of \( n_x(M) \) taken over \( M \) in \( \operatorname{TF}_x(\Lambda) \) is finite, then \( \Lambda_{(x)} \) is semisimple, where \( \Lambda_{(x)} \) is the localization of \( \Lambda \) with respect to the multiplicative set \( \{1, x, x^2, \ldots \} \). For the Gorenstein case we consider the subcategory \( \operatorname{CM}_R(\Lambda) \) of all \( \Lambda \)-modules in \( \operatorname{mod} \Lambda \) which as \( R \)-modules are Cohen-Macaulay modules over \( R \). In this case we prove that if the supremum \( c_x \) of \( n_x(M) \) taken over \( M \) in \( \operatorname{CM}_R(\Lambda) \) is finite, then \( \Lambda_{(x)} \) has finite global dimension.

We apply our results to study liftings and weak liftings of modules whose definitions we recall next. Let \( \Lambda \rightarrow \Gamma \) be a homomorphism of rings and let \( M \) be in \( \operatorname{mod} \Gamma \). Then \( L \) in \( \operatorname{mod} \Lambda \) is called a lifting of \( M \) if (a) \( M \simeq \Gamma \otimes_{\Lambda} L \) and (b) \( \operatorname{Tor}_i^{\Lambda}(\Gamma, L) = (0) \) for all \( i \geq 1 \). If \( M \) is only a direct summand of \( \Gamma \otimes_{\Lambda} L \) for some \( \Lambda \)-module \( L \) satisfying (b), then \( L \) is called a weak lifting of \( M \) to \( \Lambda \). We say that \( M \) is liftable and weakly liftable to \( \Lambda \), respectively. We know from \([3]\) that weak liftable is not equivalent to liftable in general, but
the following result follows easily from our Maranda theorem. Assume that we are in the general case and that the number \( t_x \) defined above is finite. If \( r \geq t_x + 1 \), then a module \( C \) in \( \text{mod} \, \Lambda/\pi^r \Lambda \) is weakly liftable to \( \Lambda \) if and only if \( C \) is liftable to \( \Lambda \). Moreover, every lifting of a \( \Lambda \)-liftable module in \( \text{mod} \, \Lambda/\pi^r \Lambda \) is unique up to isomorphism. We are only able to prove a partial converse to this result. Namely, if (in the general case) every lifting of a \( \Lambda \)-liftable module in \( \text{mod} \, \Lambda/\pi^r \Lambda \) is unique up to isomorphism, then \( r \geq t_x \) and in particular \( t_x \) is finite. Similar results are true in the Gorenstein case.

In all we have done so far elements \( x \) in the center of our ring \( \Lambda \) which is regular on \( \Lambda \) with the property that \( x \cdot \text{Ext}^1_{\Lambda}(M, \, ) = (0) \) for \( \Lambda \)-modules \( M \) on which \( x \) is regular, is of great importance. This section is devoted to studying where we find such elements \( x \). In particular we show that if \( x \) is in the center of \( \Lambda \) and \( x \cdot \text{Ext}^1_{\Lambda}(M, \, ) = (0) \) for \( M \) in \( \text{mod} \, \Lambda \), then \( x \) is in the annihilator of the \( \Lambda \)-module \( I_M/I_M^2 \), where \( I_M \) is the Fitting ideal for \( M \) (see section 3 for definition).

Let \( A = k[[z_0, \ldots, z_d]] \) be the formal power series ring in the variables \( z_i \) over an algebraically closed field \( k \) of characteristic 0. The last section is devoted to calculating the numbers \( n_x(\, ) \) and \( c_x \) for the simple isolated singularities \( A_n, D_n, E_6, E_7 \) and \( E_8 \) in \( A \) in any dimension.

1 Reduction modulo a regular element.

Let \( \Lambda \) be an \( R \)-algebra, where \( R \) is a commutative complete local noetherian Gorenstein ring, such that \( \Lambda \) is a maximal Cohen-Macaulay module over \( R \) and \( \text{Hom}_R(\Lambda^{\text{op}}, R) \) is isomorphic to \( \Lambda \) as left \( \Lambda \)-modules. Let \( \text{CM}_R(\Lambda) \) denote the category of all the finitely generated \( \Lambda \)-modules which are maximal Cohen-Macaulay modules over \( R \). Let \( x \) be a \( \Lambda \)-regular element in the maximal ideal of \( \Lambda \). The main aim in this section is to prove the Maranda theorem in the setting above and study what happens for the limit value of the Maranda theorem. Moreover, we show that if the suprenum of \( n_x(M) \) taken over \( M \) in \( \text{CM}_R(\Lambda) \) is finite, then \( \Lambda_{(x)} \) has finite global dimension, where \( \Lambda_{(x)} \) is the localization of \( \Lambda \) with respect to the multiplicative set \( \{1, x, x^2, \ldots\} \). We also consider the general case and we show that if the suprenum of \( n_x(M) \) taken over \( M \) in \( \text{mod} \, \Lambda \) on which \( x \) is regular is finite, then \( \Lambda_{(x)} \) is a semisimple ring.

Let \( \Lambda \) be as above. For any \( M \) in \( \text{CM}_R(\Lambda) \) we denote by \( \Omega^i_{\Lambda}(M) \) the \( i \)-th syzygy of a minimal projective resolution of \( M \) over \( \Lambda \). In this setting the syzygies of \( M \) are indecomposable if and only if \( M \) is indecomposable. In order to prove our results we will make use of the following general result.
Proposition 1.1 ([7]) Let $\Gamma$ be an arbitrary ring and $f: A \to B$ a homomorphism between two modules in $\text{mod}\Gamma$. Then the following are equivalent.

(a) The map $f$ factors through a projective $\Gamma$-module.

(b) $f \cdot \text{Ext}^1_{\Gamma}(B, \_ ) = (0)$.

(c) $f \cdot (0 \to \Omega_{\Gamma}(B) \to P \to B \to 0) = 0$ in $\text{Ext}^1_{\Gamma}(A, \Omega_{\Gamma}(B))$, where $P$ is a projective $\Gamma$-module.

In particular, if $f$ is a monomorphism factoring through a projective and $\Omega_{\Gamma}(\text{coker } f)$ is the kernel of the map $P \to B \to \text{B/Im } f$, then we have that $\Omega_{\Gamma}(\text{coker } f) \cong A \oplus \Omega_{\Gamma}(B)$.

For the next corollary let $\Lambda$, $R$ and $x$ be as in the general setting.

Corollary 1.2 Let $x$ in $m$ be $\Lambda$-regular and $M$ in $\text{mod}\Lambda$ such that $x$ is $M$-regular. Then $x \cdot \text{Ext}^1_{\Lambda}(M, \_ ) = (0)$ if and only if $\Omega_{\Lambda}(M/xM) \cong M \oplus \Omega_{\Lambda}(M)$.

Proof: Let $P_M \to M$ be the projective cover of $M$. Then $P_M \to M \to M/xM$ is the projective cover of $M/xM$. Hence we have the following commutative diagram

\[
\begin{array}{cccccc}
0 & \to & \Omega_{\Lambda}(M) & \to & \Omega_{\Lambda}(M/xM) & \to & M & \to & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow\
x \cdot \eta: & 0 & \to & \Omega_{\Lambda}(M) & \to & P_M & \to & M/xM & \to & 0 \\
\eta: & 0 & \to & \Omega_{\Lambda}(M) & \to & P_M & \to & M/xM & \to & 0 \\
\text{M/xM} & = & \text{M/xM.} & & & & & & & \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow\
0 & \to & 0 & & & & & & & \\
\end{array}
\]

If $x \cdot \text{Ext}^1_{\Lambda}(M, \_ ) = (0)$, then $\Omega_{\Lambda}(M/xM) \cong M \oplus \Omega_{\Lambda}(M)$ by Proposition 1.1. If $\Omega_{\Lambda}(M/xM) \cong M \oplus \Omega_{\Lambda}(M)$, then the sequence $x \cdot \eta$ is split exact by [9] and therefore $x \cdot \text{Ext}^1_{\Lambda}(M, \_ ) = (0)$ by Proposition 1.1.

Again, let $\Lambda$ be general. Let $x$ in $m$ be a $\Lambda$-regular element and denote by $\text{TF}_{x}(\Lambda)$ the category of all finitely generated $\Lambda$-modules on which $x$ is regular. For $M$ in $\text{TF}_{x}(\Lambda)$ we define

\[ n_x(M) = \min\{ n \mid x^n \cdot \text{Ext}^1_{\Lambda}(M, \_ ) = (0) \} \]

if there exists an $n$ in $\mathbb{N}$ such that $x^n \cdot \text{Ext}^1_{\Lambda}(M, \_ ) = (0)$ and $n_x(M) = \infty$ otherwise. Further, for any subcategory $C$ of $\text{TF}_{x}(\Lambda)$ we define

\[ |C|_x = \sup\{ n_x(M) \mid M \in C \} \]

Now we can formulate our main result in this section.
Theorem 1.3 Let \( \Lambda, R \) and \( x \) be as in the Gorenstein setting. Assume that \( M \) is in \( \text{CM}_R(\Lambda) \) with \( n_x(M) \) finite. Then we have the following.

(a) If \( M/x^nM \simeq N/x^nN \) for some \( N \) in \( \text{mod}\Lambda \) with \( x \)-regular and \( n \geq n_x(M) + 1 \), then \( M \simeq N \).

Assume in addition that \( M \) is indecomposable.

(b) If \( M/x^nM \simeq N/x^nN \) for some \( N \) in \( \text{mod}\Lambda \) with \( x \)-regular and \( n = n_x(M) \geq 1 \) and \( n \geq n_x(N) \), then \( M \simeq N \) or \( N \simeq \Omega_\Lambda(M) \simeq \Omega_\Lambda^2(N) \).

(c) If \( n \geq n_x(M) + 1 \), then \( M/x^nM \) is indecomposable.

(d) If \( n = n_x(M) \geq 1 \), then \( M/x^nM \) is indecomposable or \( M/x^nM \simeq A \oplus \Omega_{\Lambda/x^n\Lambda}(A) \), where \( A \) is an indecomposable module over \( \Lambda/x^n\Lambda \).

Proof: (a) This proof follows along the lines of the proofs of [10, Theorem 1.1] and [3, Theorem 2.9]. Let \( M \) be in \( \text{CM}_R(\Lambda) \) with \( n_x(M) \) finite. Assume that \( \varphi: M/x^nM \to N/x^nN \) is an isomorphism for some \( N \) in \( \text{TF}_x(\Lambda) \) and \( n \geq n_x(M) + 1 \). Since \( n - 1 \geq n_x(M) \), the map \( x^{n-1} \cdot \text{id}_M: M \to M \) factors through a projective \( \Lambda \)-module \( P \). We have the following commutative diagram

\[
\begin{array}{ccc}
M & \xrightarrow{s} & P \\
\downarrow{\gamma} & & \downarrow{\varphi \circ \psi} \\
M/x^{n-1}M & \xrightarrow{\pi} & N/x^nN \\
\end{array}
\]

where \( \pi: M 	o M/x^nM \) and \( \rho: N \to N/x^nN \) are the natural epimorphisms. Then there exists a map \( t: P \to N \) such that \( \varphi \circ \psi = \rho \circ t \), since \( P \) is projective. Hence, the map \( \sigma = t \circ s: M \to N \) has the property that \( \rho \circ \sigma = \psi \), where \( \psi = \varphi \circ \psi \circ x^{n-1} \). The image of \( \psi: M \to N/x^nN \) is \( x^{n-1}N/x^nN \) and the preimage of \( x^{n-1}N/x^nN \) under \( \rho: N \to N/x^nN \) is \( x^{n-1}N \). This implies that \( \text{Im} \sigma \subset x^{n-1}N \).

Let \( C = x^{n-1}N/\text{Im} \sigma \). For any \( x^{n-1}a' \) in \( x^{n-1}N \) there exists an \( a \) in \( M \) such that \( x^{n-1}a' = \sigma(a) - x^n a'' \) for some \( a'' \) in \( N \). It follows that \( C = xC \) and therefore \( C = 0 \) or equivalently \( \text{Im} \sigma = x^{n-1}N \) by the Nakayama Lemma. Since \( x \) is regular on \( N \), we have proved that \( \sigma: M \to x^{n-1}N \simeq N \) is an epimorphism. It remains to show that \( \sigma \) is a monomorphism. Assume that \( \sigma(m) = 0 \) for some \( m \) in \( M \). Then \( 0 = \psi(m) = \rho \circ \sigma(m) = \varphi(\pi(x^{-1}m)) \). By assumption the map \( \varphi \) is an isomorphism, so that \( x^{-1}m = x^m m_1 \) for some \( m_1 \) in \( M \). Since \( x \) is regular on both \( M \) and \( N \), we have \( m = x m_1 \) and \( \sigma(m_1) = 0 \). So by continuing this process the element \( m \) is in \( \bigcap_{i=1}^\infty x^i M = (0) \). Hence \( \sigma \) is a monomorphism and \( M \) and \( N \) are isomorphic.

(b) Assume that \( M \) in \( \text{CM}_R(\Lambda) \) is indecomposable with \( n_x(M) \) finite and \( n_x(M) \geq 1 \). Suppose that \( M/x^nM \simeq N/x^nN \) for some \( N \) in \( \text{TF}_x(\Lambda) \) with \( n = n_x(M) \) and \( n \geq n_x(N) \). Then by Corollary 1.2 we have that

\[
\Omega_\Lambda(M/x^nM) \simeq M \oplus \Omega_\Lambda(M)
\]

\[
\Omega_\Lambda(N/x^nN) \simeq N \oplus \Omega_\Lambda(N).
\]
Since $M$ and $\Omega_\Lambda(M)$ are indecomposable, it follows that $M \simeq N$ or $N \simeq \Omega_\Lambda(M) \simeq \Omega_\Lambda^2(N)$.

(c) Assume that $M$ in $\text{CM}_R(\Lambda)$ is indecomposable with $n_x(M)$ finite and that $n \geq n_x(M) + 1$. We want to prove that $M/x^nM$ is indecomposable. Suppose $M/x^nM \simeq C \oplus C'$ is a non-trivial decomposition and let $\varphi: M/x^nM \rightarrow M/x^nM$ be the idempotent corresponding to $C$ in this decomposition. Since $n - 1 \geq n_x(M)$, we can use the same arguments as in (a) to construct the following commutative diagram

\[
\begin{array}{ccc}
x^{n-1}M & \xrightarrow{\varphi} & M \\
M \downarrow g & \xrightarrow{\varphi^{-1}} & \text{Im } g \rightarrow M \\
M \downarrow x^{n-1} & \xrightarrow{\pi} & M/x^nM
\end{array}
\]

where $g: M \rightarrow M$ corresponds to the map $t: s$ as in (a). Let $\psi: x^{n-1}M \rightarrow M$ be the inverse of the isomorphism $x^{n-1}: M \rightarrow x^{n-1}M$ and let $h = \psi_0 g$. Then using that $M/x^nM \xrightarrow{x^{-n-1}} x^{-n-1}M/x^nM$ is an isomorphism, it is easy to see that we have the following commutative diagram

\[
\begin{array}{ccc}
M & \xrightarrow{h} & M \\
M/xM \xrightarrow{\varphi} & M/xM
\end{array}
\]

where $p: M \rightarrow M/xM$ is the natural epimorphism and $\varphi: M/xM \rightarrow M/xM$ denotes the homomorphism induced by $\varphi$. If $\varphi = 0$, then $\text{Im } \varphi \subset xM$ and therefore $\text{Im } \varphi = \text{Im } \varphi^2 \subset x^2M$. This implies that $\varphi = 0$, which is a contradiction since the decomposition is non-trivial. If $\varphi = \text{id}_{M/xM}$, we apply the previous argument to $\text{id}_{M/xM} - \varphi$ and deduce the same contradiction. Hence $\varphi$ is a non-trivial idempotent. Since $\varphi$ is an idempotent, $h - h^2 = xh'$ for some $h'$ in $\Gamma = \text{End}_\Lambda(M)$. Therefore $h$ is an idempotent in $\Gamma/m\Gamma$. Since $M$ is a finitely generated $\Lambda$-module and $\Lambda$ is a noetherian $R$-algebra, $\Gamma$ is also a noetherian $R$-algebra and therefore complete in the $m\Gamma$-adic topology. Then by [4, Theorem 6.7 (i)] $h$ in $\Gamma/m\Gamma$ can be lifted to an idempotent $\hat{h}$ in $\Gamma$. The idempotent $\hat{h}$ can not be trivial, since $\varphi$ is non-trivial and therefore $M$ is decomposable. This is contradicting our assumption on $M$, therefore $M/x^nM$ is indecomposable for $n \geq n_x(M) + 1$.

(d) Assume that $M$ in $\text{CM}_R(\Lambda)$ is indecomposable and that $n = n_x(M) \geq 1$ is finite. Suppose $M/x^nM$ decomposes, say $M/x^nM \simeq B \oplus B'$. Since $n = n_x(M)$, we have that $\Omega_\Lambda(M/x^nM) \simeq M \oplus \Omega_\Lambda(M)$ by Corollary 1.2. Since
\[ \Omega(M/x^nM) \simeq \Omega(B) \oplus \Omega(B') \] and \( M \) and \( \Omega(M) \) are indecomposable, we have that \( M \simeq \Omega(B) \) after maybe interchanging \( B \) and \( B' \). Since \( B \) is weakly liftable, we have that \( M/x^nM \simeq \Omega(B)/x^n\Omega(B) \simeq B \oplus \Omega_{\Lambda/x^n\Lambda}(B) \) by [3, Prop. 3.2]. Since \( M \simeq \Omega(B) \) is indecomposable, \( B \) is indecomposable.

Remark: Let \( \Lambda \) be general. Theorem 1.3 (a) and (c) are still true in this setting if \( M \) and \( N \) are in \( TF_x(\Lambda) \). In the rest of this remark let \( M \) in \( TF_x(\Lambda) \) be indecomposable and assume that \( 1 \leq n_x(M) < \infty \). In this setting Theorem 1.3 (b) must be replaced with the following: If \( M/x^nM \simeq N/x^nN \) for some \( N \) in \( \text{mod } \Lambda \) with \( x \) \( N \)-regular and \( n = n_x(M) \) and \( n \geq n_x(N) \), then \( M \simeq N \) or \( \Omega(M) \simeq N \oplus X \) and \( \Omega(N) \simeq M \oplus X \). Theorem 1.3 (d) must be replaced in this setting by: If \( n = n_x(M) \), then \( M/x^nM \) is indecomposable or \( M/x^nM \simeq B \oplus B' \), where \( B \) is an indecomposable module over \( \Lambda/x^n\Lambda \) and \( B' \) is a direct summand of \( \Omega_{\Lambda/x^n\Lambda}(B) \). In the setting of the theorem the similar statement as in [12, Theorem 1.2 (c)] namely, if \( c_x = |\text{CM}_R(\Lambda)| \) \( x \) \( < \) \( \infty \) and \( M \) in \( \text{CM}_R(\Lambda) \) is indecomposable, then \( M/x^nM \) is indecomposable, is not true in general. One counterexample is the \( A_2 \)-singularity in dimension 1, which we will give in section 2.

The proof of this result for group rings \( RG \) over a complete discrete valuation ring \( R \) in [12], is based on the following. Let \( p \) be the generator of the maximal ideal of \( R \). If \( M \) is an \( RG \)-lattice and \( n \geq n_p(M) \), then the minimal Cohen-Macaulay approximation (See [2] and [1]) of \( M/p^nM \) is isomorphic to \( M \oplus \Omega^{-1}(M) \) modulo projectives. In addition some knowledge about the endomorphism ring of \( M/p^nM \) was used. The result concerning the minimal Cohen-Macaulay approximation is true in our setting. Let \( \Lambda\), \( R \) and \( x \) be as in the Gorenstein setting. Then for any \( M \) in \( \text{mod } \Lambda \) there exists an exact sequence

\[ 0 \to Y_M \to X_M \xrightarrow{\alpha} M \to 0, \]

where \( X_M \) is in \( \text{CM}_R(\Lambda) \), \( Y_M \) has finite projective dimension and whenever \( \alpha = \alpha \circ g \) for \( g:X_M \to X_M \) the map \( g \) is an automorphism [1]. The module \( X_M \) is called the minimal Cohen-Macaulay approximation of \( M \). We also need the following additional facts. A \( \Lambda \)-module \( M \) is in \( \text{CM}_R(\Lambda) \) if and only if \( \text{Ext}_\Lambda^i(M, \Lambda) = 0 \) for all \( i > 0 \). Moreover, for any module \( M \) in \( \text{CM}_R(\Lambda) \) there exists an exact sequence \( 0 \to M \xrightarrow{f} P \to M' \to 0 \) with \( P \) a projective \( \Lambda \)-module and \( M' \) in \( \text{CM}_R(\Lambda) \). If the map \( f \) is minimal, then we denote \( M' \) by \( \Omega^{-1}(M) \). If \( 0 \to M \to Q \to N \to 0 \) is exact with \( M \) and \( N \) in \( \text{CM}_R(\Lambda) \) and \( Q \) a projective \( \Lambda \)-module, then \( N \simeq \Omega^{-1}(M) \oplus Q' \) for some projective \( \Lambda \)-module \( Q' \). With these preliminaries we have the following.
Proposition 1.4  Let $\Lambda$ and $R$ be as in the Gorenstein setting with $x$ in $m$ regular on $\Lambda$. Let $M$ be in $\text{CM}_R(\Lambda)$ with no non-zero projective summands. Then $x \cdot \text{Ext}^1_\Lambda(M, \, ) = 0$ if and only if $X_{M/xM} \simeq M \oplus \Omega_{\Lambda}^{-1}(M)$, where $X_{M/xM}$ is the minimal Cohen-Macaulay approximation of $M/xM$.

Proof: Let $0 \to Y_{M/xM} \to X_{M/xM} \to M/xM \to 0$ be the minimal Cohen-Macaulay approximation of $M/xM$. Then $Y_{M/xM}$ is a projective $\Lambda$-module (see [3, Remarks after Prop. 4.4]). From [3, Proposition 4.1] we have the following commutative diagram

\[
\begin{array}{ccccccc}
0 & \to & M & \xrightarrow{x} & M & \to & M/xM & \to & 0 \\
0 & \to & Y_{M/xM} & \to & X_{M/xM} & \to & M/xM & \to & 0. \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \\
X_{M/xM}/M & = & X_{M/xM}/M & & & & & \\
0 & \to & 0 & & & & & \\
\end{array}
\]

Applying the functor $\Lambda/x\Lambda \otimes_{\Lambda}$ to the above diagram shows that the reduction of the middle vertical sequence is split, since $x$ is regular on $X_{M/xM}/M$ by [3, Proposition 4.2]. Hence

\[
X_{M/xM}/xX_{M/xM} \simeq M/xM \oplus (X_{M/xM}/M)/x(X_{M/xM}/M)
\]

and therefore we have that $X_{M/xM}/M$ is in $\text{CM}_R(\Lambda)$. Since $Y_{M/xM}$ is projective and $X_{M/xM}/M$ is in $\text{CM}_R(\Lambda)$, it follows that $X_{M/xM}/M \simeq \Omega_{\Lambda}^{-1}(M) \oplus P$ for some projective $\Lambda$-module $P$.

Assume that $x \cdot \text{Ext}^1_\Lambda(M, \, ) = (0)$. We want to show that the middle vertical sequence in the diagram above splits and that $P = (0)$. We have that $x \cdot \text{Ext}^1_\Lambda(M, \, ) = (0)$ is equivalent to that $x \cdot \text{id}_M : M \to M$ factors through a projective by Proposition 1.1. Since $\text{Ext}^1_\Lambda(X_{M/xM}/M, \Lambda) = 0$, the map $x \cdot \text{id}_M$ factors through the map $f : M \to Y_{M/xM}$. This implies that the pushout of the leftmost vertical sequence in the above diagram is split. Therefore the middle vertical sequence in the diagram above splits and $X_{M/xM} \simeq M \oplus X_{M/xM}/M \simeq M \oplus \Omega_{\Lambda}^{-1}(M) \oplus P$. Since $M/xM$ is weakly liftable to $\Lambda$, we have that $X_{M/xM}/xX_{M/xM} \simeq M/xM \oplus \Omega_{\Lambda/x\Lambda}^{-1}(M/xM)$ by [3, Proposition 4.5]. Because $\Omega_{\Lambda}^{-1}(M)/x\Omega_{\Lambda}^{-1}(M) \simeq \Omega_{\Lambda/x\Lambda}^{-1}(M/xM)$, the module $P$ is zero and $X_{M/xM} \simeq M \oplus \Omega_{\Lambda}^{-1}(M)$.

Assume that $X_{M/xM} \simeq M \oplus \Omega_{\Lambda}^{-1}(M)$. From the above we have that $X_{M/xM}/M \simeq \Omega_{\Lambda}^{-1}(M) \oplus P$. Therefore $P$ must be a direct summand of
$X_{M/xM} \simeq M \oplus \Omega^{-1}_\Lambda (M)$. Since $M$ has no projective summands, $P$ is a direct summand of $\Omega^{-1}_\Lambda (M)$, which is impossible unless $P = (0)$. By [9] the middle vertical sequence in the diagram above splits and therefore $x \cdot \text{id}_{M'}: M \to M$ factors through $f: M \to Y_{M/xM}$. Hence $x \cdot \text{Ext}^1_\Lambda (M, ) = (0)$ by Proposition 1.1.

**Remark:** Now one can prove Theorem 1.3 by using this result just by substituting $X_{M/x^n M}$ for $(M/x^n M)$ and $i$ for $i$.

Let $\Lambda$, $R$ and $x$ be as in Proposition 1.4 and assume that $c_x = |CM_R(\Lambda)|_x$ is finite. Using Proposition 1.4 we can give a characterization of when $M/x^{c_x}M$ is decomposable for $M$ in $CM_R(\Lambda)$ with $n_x(M) = c_x$ in terms of the minimal Cohen-Macaulay approximation of $M/x^{c_x}M$.

**Corollary 1.5** Let $\Lambda$, $R$ and $x$ be as above and assume that $c_x = |CM_R(\Lambda)|_x$ is finite. Assume that $M$ in $CM_R(\Lambda)$ is an indecomposable nonprojective module and that $n_x(M) = c_x$. Then $M/x^{c_x}M$ is decomposable if and only if $M$ is the minimal Cohen-Macaulay approximation of $A$ over $\Lambda$.

**Proof:** Suppose $M/x^{c_x}M$ is decomposable, then $M/x^{c_x}M \simeq A \oplus B$ by Theorem 1.3 (d), where $A$ and $B$ are indecomposable modules in $CM_{R/x^{c_x}R}(\Lambda/x^{c_x}\Lambda)$. From Proposition 1.4 we have that the minimal Cohen-Macaulay approximation of $M/x^{c_x}M$ is $M \oplus \Omega^{-1}_\Lambda (M)$. Therefore, after maybe interchanging $A$ and $B$, the module $M$ is the minimal Cohen-Macaulay approximation of $A$ over $\Lambda$. Clearly, $A$ is weakly liftable to $\Lambda$.

On the other hand, suppose $M$ is the minimal Cohen-Macaulay approximation of $A$ over $\Lambda$, where $A$ is in $CM_{R/x^{c_x}R}(\Lambda/x^{c_x}\Lambda)$ and weakly liftable to $\Lambda$. Then from [3, Proposition 4.5] we have that $M/x^{c_x}M \simeq A \oplus \Omega^{-1}_\Lambda (A)$. Therefore $M/x^{c_x}M$ is decomposable since $A$ is not a projective $\Lambda/x^{c_x}\Lambda$-module.

**Remark:** Let $\Lambda = RG$, where $R$ is a complete discrete valuation ring of characteristic zero with prime element $p$ and $G$ is a finite group. Then Corollary 1.5 shows that if $M/p^{r}M$ is decomposable for an indecomposable $RG$-lattice $M$, then rank$_R M = \text{rank}_R P$ for some projective $RG$-lattice $P$. Since $|G|$ divides rank$_R P$ for any projective $RG$-lattice $P$ [4, Theorem 29.18], we have that $p^r$ divides rank$_R M$. In [12] this restriction on the rank of $M$ over $R$ was used to show that $M/p^{r}M$ is indecomposable for any indecomposable $RG$-lattice $M$.

We end this section by characterizing when the number $n_x(M)$ is finite and by giving necessary conditions for the numbers $|\text{TF}_x(\Lambda)|_x$ and $|CM_R(\Lambda)|_x$ to be finite. Moreover, we give some properties of the function $n_x(\cdot): \text{mod} \Lambda \to \mathbb{N}$.
First let \( \Lambda, R \) and \( x \) be as in the general setting. Denote by \( M(x) \) the localization of \( M \) in \( \text{mod } \Lambda \) with respect to the multiplicative set \( \{1, x, x^2, \ldots \} \).

**Proposition 1.6** Let \( \Lambda, R \) and \( x \) be as above.

(a) Let \( M \) be in \( \text{TF}_x(\Lambda) \). Then \( n_x(M) \) is finite if and only if \( M(x) \) is a projective \( \Lambda(x) \)-module.

(b) If the number \( |\text{TF}_x(\Lambda)|_x \) is finite, then \( \Lambda(x) \) is semisimple.

**Proof:** (a) Let \( M \) and \( N \) be in \( \text{mod } \Lambda \). Since \( (\text{Ext}^1_\Lambda(M, N))(x) \cong \text{Ext}^1_{\Lambda(x)}(M(x), N(x)) \) and \( A(x) = (0) \) for a \( \Lambda \)-module \( A \) if and only if \( x^n A = (0) \) for some finite \( n \) in \( N \), we have that \( n_x(M) \) is finite if and only if \( \text{Ext}^1_{\Lambda(x)}(M(x), N(x)) = (0) \) for all \( N \) in \( \text{mod } \Lambda \). Let \( B \) be arbitrary in \( \text{mod } \Lambda(x) \) and let \( \{b_i\}_{i=1}^\ell \) be a set of generators for \( B \) over \( \Lambda(x) \). Let \( B' \) be the \( \Lambda \)-module \( \sum_{i=1}^\ell \Lambda \cdot b_i \), then \( B'_x = B \). Hence, it follows that \( n_x(M) \) is finite if and only if \( M(x) \) is a projective \( \Lambda(x) \)-module.

(b) Let \( N \) be arbitrary in \( \text{mod } \Lambda(x) \) and let \( \{n_i\}_{i=1}^\ell \) be a set of generators for \( N \) over \( \Lambda(x) \). Let \( N' \) be the \( \Lambda \)-module \( \sum_{i=1}^\ell \Lambda \cdot n_i \). Since \( N' \) is a subset of \( N \) and \( x \) is invertible in \( \Lambda(x) \), it follows that \( x \) is regular on \( N' \). Hence, \( N' \) is in \( \text{TF}_x(\Lambda) \) and \( N'_x = N \). Because \( n_x(M') \leq |\text{TF}_x(\Lambda)|_x < \infty \), the module \( N = N'_x \) is projective by (a). This shows that all finitely generated \( \Lambda(x) \)-modules are projective. Let \( I \) be a submodule of \( \Lambda(x) \). Since \( \Lambda(x)/I \) is a finitely generated \( \Lambda(x) \)-module, it follows that \( I \) is a direct summand of \( \Lambda(x) \). This shows that \( \Lambda(x) \) is a semisimple ring.

**Remark:** Let \( \Sigma \) be an \( S \)-order in a finite dimensional separable \( K \)-algebra \( A \), where \( S \) is a discrete valuation ring with prime element \( \pi \) and quotient ring \( K \). Then there exists a non-negative integer \( i_0 \) such that \( \pi^{i_0}\cdot \text{Ext}^1_\Sigma(M, N) = (0) \) for all \( \Sigma \)-lattices \( M \) and \( N \) \( [4, \text{Cor. } 29.5] \). Since a \( \Sigma \)-lattice is the same as a \( \Sigma \)-module on which \( \pi \) is regular, it follows that \( |\text{TF}_x(\Sigma)|_\pi \) is finite. A special case of this is a group ring \( SG \) where \( S \) is a complete discrete valuation ring with maximal ideal generated by a prime number \( p \), the group \( G \) is finite, the characteristic of \( S \) is zero and the characteristic of the residue class field \( S/(p) \) is \( p \). This was the setting in \([12]\) and here \( |\text{TF}_p(\Sigma)|_p = n \), where \( p^n \) is the highest power of \( p \) dividing \( |G| \). In fact we have the following partial converse. Let \( \Lambda, R \) and \( x \) be as in the proposition above, but in addition assume that \( R \) is contained in \( \Lambda \). Assume that \( |\text{TF}_x(\Lambda)|_x \) is finite. Then \( \Lambda(x) \) is semisimple and therefore a product of full matrix rings of division rings. The center \( Z(\Lambda(x)) \) of \( \Lambda(x) \) is a product of fields. Since \( x \) is \( \Lambda \)-regular, \( \Lambda(x) \) is contained in \( Z(\Lambda(x)) \). Therefore \( \Lambda(x) \) is an artinian ring and \( R \) must be of dimension 1. So if \( |\text{TF}_x(\Lambda)|_x \) is finite, then \( \Lambda \) must be a noetherian \( R \)-algebra, where \( R \) is a commutative complete local ring of dimension 1.

Now, we give some elementary properties of the function \( n_x(\cdot): \text{mod } \Lambda \to \mathbb{N} \).
Proposition 1.7  (a) Let $0 \to A \to B \to C \to 0$ be an exact sequence in mod $\Lambda$. Assume that either $n_x(A)$ and $n_x(C)$ are finite or $n_x(B)$ and $n_x(C)$ are finite, then $n_x(B) \leq n_x(A) + n_x(C)$ or $n_x(A)$ is finite, respectively.

(b) Let $A$ be in mod $\Lambda$ and assume that $n_x(A)$ is finite. Then $n_x(\Omega_\Lambda(A)) \leq n_x(A)$.

(c) Let $A \simeq \oplus_{i=1}^n A_i$. Then $n_x(A) = \max\{n_x(A_i)\}$.

Proof: (a) The last part of (a) follows directly using Proposition 1.6 (a). The first part follows using that we have the exact sequence

$$\cdots \to \text{Ext}^1_{\Lambda}(C, \_ ) \to \text{Ext}^1_{\Lambda}(B, \_ ) \to \text{Ext}^1_{\Lambda}(A, \_ ) \to \cdots .$$

(b) Assume that $x^n \cdot \text{id}_A : A \to A$ factors through a projective. In particular it factors through the projective cover of $A$. Hence we have the following diagram

$$
\begin{array}{ccc}
0 & \to & \Omega_\Lambda(A) & \xrightarrow{\alpha} & P & \xrightarrow{\beta} & A & \to & 0 \\
\downarrow{x^n} & \nearrow{t} & \downarrow{x^n/s} & \searrow{s} & \downarrow{x^n} \\
0 & \to & \Omega_\Lambda(A) & \xrightarrow{\alpha} & P & \xrightarrow{\beta} & A & \to & 0,
\end{array}
$$

where $x^n \cdot \text{id}_A = \beta os$. Then it follows that there exists a map $t : P \to \Omega_\Lambda(A)$, such that $x^n \cdot \text{id}_P = so\beta + \alpha ot$. Further this implies that $x^n \cdot \text{id}_{\Omega_\Lambda(A)} = to\alpha$, hence $n_x(\Omega_\Lambda(A)) \leq n$.

(c) This follows directly from the fact that $\text{Ext}^1_{\Lambda}(A, \_ ) \simeq \oplus_{i=1}^n \text{Ext}^1_{\Lambda}(A_i, \_ )$.

Let $\Lambda$ and $R$ be as in the Gorenstein setting. If $M$ is in $\text{CM}_R(\Lambda)$, then $\text{Ext}^1_{\Lambda}(M, \Lambda) = 0$. Using this fact we have the following stronger version of Proposition 1.6 (b).

Corollary 1.8 Let $\Lambda$, $R$ and $x$ be as in the Gorenstein case. If $M$ is in $\text{CM}_R(\Lambda)$, then $n_x(M) = n_x(\Omega_\Lambda(M))$.

Now, let $\Lambda$, $R$ and $x$ be as in the Gorenstein setting. Then $R_{(x)}$ is a Gorenstein ring, but not necessarily local, so $R_{(x)}$ Gorenstein means that every localization $(R_{(x)})_a$ is Gorenstein for every maximal ideal $a$ in $R_{(x)}$. But still $R_{(x)}$ is Gorenstein if and only if $\text{id}_{R_{(x)}} R_{(x)} < \infty$. A maximal Cohen-Macaulay module $M$ over $R_{(x)}$ is an $R_{(x)}$-module such that $(M_{(x)})_a$ is a maximal Cohen-Macaulay module over $(R_{(x)})_a$ for every maximal ideal $a$ in $R_{(x)}$. This is equivalent to that $\text{Ext}^i_{R_{(x)}}(M, R_{(x)}) = (0)$ for all $i \geq 1$. Let $\text{CM}_{R_{(x)}}(\Lambda_{(x)})$ denote the category of finitely generated $\Lambda_{(x)}$-modules which are maximal Cohen-Macaulay modules over $R_{(x)}$. Since we are assuming that $\Lambda$ is a maximal Cohen-Macaulay module over $R$, it follows that $\Lambda_{(x)}$ is in $\text{CM}_{R_{(x)}}(\Lambda_{(x)})$ and therefore also every projective $\Lambda_{(x)}$-module. Then it follows that syzygies over $\Lambda_{(x)}$ become
maximal Cohen-Macaulay modules over $R(x)$, since $\text{id}_{R(x)} R(x) < \infty$. We have that $\text{Hom}_{R(x)} (\ , R(x))$ is a duality on the category of maximal Cohen-Macaulay modules over $R(x)$. The functor $\text{Hom}_{R(x)} (\ , R(x)) : \text{CM}_{R(x)}(\Lambda_{(x)}^\text{op}) \to \text{CM}_{R(x)}(\Lambda_{(x)})$ extends to a duality. Since we are assuming that $\Lambda \text{Hom}_{R}(\Lambda_{(x)}^\text{op}, R) \simeq \Lambda \Lambda$ and therefore also have $\Lambda_{(x)} \text{Hom}_{R(x)}(\Lambda_{(x)}^\text{op}, R(x)) \simeq \Lambda_{(x)} \Lambda_{(x)}$, it follows that every module in $\text{CM}_{R(x)}(\Lambda_{(x)})$ can be considered as a $n$-th syzygy of some module for any $n$. With these preliminaries we show the following.

**Proposition 1.9** Let $\Lambda$, $R$ and $x$ be as in the Gorenstein case. If $|\text{CM}_{R}(\Lambda)|_x$ is finite, then $\Lambda_{(x)}$ has finite global dimension.

**Proof:** Let $N$ be in $\text{CM}_{R(x)}(\Lambda_{(x)})$ be arbitrary. Then $N$ can be considered as $n$-th syzygy of some module in $\text{CM}_{R(x)}(\Lambda_{(x)})$ for any $n$, in particular for $n = \dim R(x)$. Assume that $N \simeq \Omega^n_{\Lambda_{(x)}}(A)$ for some $A$ in $\text{CM}_{R(x)}(\Lambda_{(x)})$. Let $\{a_i\}_{i=1}^n$ be a set of generators for $A$ over $\Lambda_{(x)}$ and let $A' = \sum_{i=1}^n \Lambda \cdot a_i$ and $M = \Omega^n_{\Lambda}(A')$. Since $A'_{(x)} = A$ and localization is an exact functor preserving projective modules, it follows that $N$ is a direct summand of $M_{(x)}$, where $M$ is in $\text{CM}_{R}(\Lambda)$. Therefore we have shown that if $|\text{CM}_{R}(\Lambda)|_x$ is finite, then every module in $\text{CM}_{R(x)}(\Lambda_{(x)})$ is a projective $\Lambda_{(x)}$-module. Since the syzygies $\Omega^i_{\Lambda_{(x)}}(B)$ for any module $B$ in mod $\Lambda_{(x)}$ become Cohen-Macaulay modules over $R(x)$ for $i \geq \dim R(x)$, it follows that if $|\text{CM}_{R}(\Lambda)|_x$ is finite, then $\Lambda_{(x)}$ has finite global dimension.

Let $S$ be a local Cohen-Macaulay analytic algebra over a perfect field $k$ (that is, it is a homomorphic image of a convergent power series ring over $k$). We know that there exists an ideal $\mathfrak{a}$ of $S$ which defines the singular locus of $S$, which means that for a prime ideal $p$ of $S$, the localization $S_p$ is regular if and only if $p$ does not contain $\mathfrak{a}$ [13, 6.12]. Moreover, this ideal $\mathfrak{a}$ has the property that $\mathfrak{a} \cdot \text{Ext}^i_S(M, ) = (0)$ for all $M$ in $\text{CM}(S)$ [13, 6.8]. Also, an ideal defining the singular locus for an isolated singularity is $m_k$-primary. Combining these results and Proposition 1.9, we have the following.

**Corollary 1.10** Let $S$ be as above. The following statements are equivalent.

(a) $S$ is an isolated singularity.

(b) $|\text{CM}(S)|_x$ is finite for any regular element $x$ in the maximal ideal of $S$.

(c) There exists a system of parameters $\{x_1, \ldots, x_d\}$ of $S$ such that $|\text{CM}(S)|_{x_i}$ is finite for $i = 1, \ldots, d$.

**Example:** Let $S$ be a 2-dimensional integrally closed local domain. Suppose its completion with respect to the maximal ideal of $S$ is a homomorphic image of a formal power series ring over a perfect field. Then localizing at any
element \( x \) in the maximal ideal of \( S \) we get a ring of finite global dimension, since \( S_{(x)} \) is a 1-dimensional integrally closed domain, hence a Dedekind ring. Therefore \( |CM(S)|_x \) is finite for every element of the maximal ideal of \( S \).

### 2 Applications.

We know in general that weak liftability is not equivalent to liftability in the situation \( \Lambda \to \Lambda/x\Lambda \) for a ring \( \Lambda \). In this section we show that they are equivalent for modules in \( \text{mod}\Lambda/x^r\Lambda \) and \( CM_{R/x^rR}(\Lambda/x^s\Lambda) \) if the numbers \( t_x = |TF_x(\Lambda)|_x \) and \( c_x = |CM_R(\Lambda)|_x \) are finite and \( r \geq t_x + 1 \) and \( s \geq c_x + 1 \) for the general case and the Gorenstein case, respectively. Moreover, every lifting of a liftable module in these situations is unique up to isomorphism. We also show that we have a partial converse to this result, namely if every lifting of a liftable module in \( \text{mod}\Lambda/x^n\Lambda \) (or \( CM_{R/x^nR}(\Lambda/x^n\Lambda) \)) is unique up to isomorphism, then \( t_x \) (or \( c_x \)) is finite and less than or equal to \( n \).

**Proposition 2.1** (a) Let \( \Lambda, R \) and \( x \) be as in the general case. Denote by \( t_x \) the number \( |TF_x(\Lambda)|_x \) and assume that \( t_x \) is finite. If \( r \geq t_x + 1 \), then a module \( C \) in \( \text{mod}\Lambda/x^r\Lambda \) is weakly liftable to \( \Lambda \) if and only if \( C \) is liftable to \( \Lambda \). Moreover, every lifting of a \( \Lambda \)-liftable module in \( \text{mod}\Lambda/x^r\Lambda \) is unique up to isomorphism.

(b) Let \( \Lambda, R \) and \( x \) be as in the Gorenstein case. Denote by \( c_x \) the number \( |CM_R(\Lambda)|_x \) and assume that \( c_x \) is finite. If \( s \geq c_x + 1 \), then a module \( C \) in \( CM_{R/x^sR}(\Lambda/x^s\Lambda) \) is weakly liftable to \( \Lambda \) if and only if \( C \) is liftable to \( \Lambda \). Moreover, every lifting of a \( \Lambda \)-liftable module in \( CM_{R/x^sR}(\Lambda/x^s\Lambda) \) is unique up to isomorphism.

**Proof:** We only give the proof for (a) since the proof of (b) is similar. Assume that \( C \) in \( \text{mod}\Lambda/x^r\Lambda \) is weakly liftable to \( \Lambda \) with weak lifting \( L \) in \( \text{mod}\Lambda \). Then \( L/x^rL \cong C \oplus C' \) for some \( C' \) in \( \text{mod}\Lambda/x^r\Lambda \). By Theorem 1.3 (c) the module \( L \) must decompose and the decomposition over \( \Lambda/x^r\Lambda \) must be the same as over \( \Lambda \), hence \( C \) is liftable to \( \Lambda \). Moreover, by Theorem 1.3 (a) the lifting is unique up to isomorphism. Since liftability always implies weak liftability, this completes the proof.

After this result it is very tempting to try to prove the converse, namely if every liftable module in \( \text{mod}\Lambda/x^r\Lambda \) has a unique lifting and weak liftability is equivalent to liftability, then \( r \geq t_x + 1 \). But this is not true in general and we give examples to show that almost anything can happen when \( r = t_x \). We only have the following semi-converse, which was essentially proved in [3] and we include the proof for completeness.
Proposition 2.2 (a) Let $\Lambda$, $R$ and $x$ be as in the general case. Denote by $t_x$ the number $|\text{TF}_x(\Lambda)|_x$. If every lifting of a $\Lambda$-liftable module in mod $\Lambda/x^r\Lambda$ is unique up to isomorphism, then $r \geq t_x$ and in particular $t_x$ is finite.

(b) Let $\Lambda$, $R$ and $x$ be as in the Gorenstein case. Denote by $c_x$ the number $|\text{CM}_R(\Lambda)|_x$. If every lifting of a $\Lambda$-liftable module in $\text{CM}_{R/x^sR}(\Lambda/x^s\Lambda)$ is unique up to isomorphism, then $s \geq c_x$ and in particular $c_x$ is finite.

Proof: We only prove (a), since the proof of (b) is similar. Assume that every $\Lambda$-liftable $\Lambda/x^r\Lambda$-module has a unique lifting. Let $L$ be in $\text{TF}_x(\Lambda)$ and let $M = L/x^rL$. Since $M$ is liftable to $\Lambda$, in particular to $\Lambda/x^r\Lambda$, we have that $\Omega_\Lambda(M)/x^r\Omega_\Lambda(M) \simeq M \oplus \Omega_{\Lambda/x^r\Lambda}(M)$ by [3, Prop. 1.5]. By [3, Prop. 2.4] we have that $L \oplus \Omega_\Lambda(L)$ is a lifting of $\Omega_\Lambda(M)/x^r\Omega_\Lambda(M)$ to $\Lambda$. Since $\Omega_\Lambda(M)$ clearly is a lifting of $\Omega_\Lambda(M)/x^r\Omega_\Lambda(M)$ and every lifting is unique up to isomorphism, $\Omega_\Lambda(M) \simeq L \oplus \Omega_\Lambda(L)$. By Proposition 1.1 this is equivalent to that $x^r \cdot \text{Ext}_\Lambda^1(L, \Lambda) = (0)$ and it follows that $r \geq t_x$.

Remark: (1) Let $\Lambda$, $R$ and $x$ be as in the general case and assume in addition that $R$ is contained in $\Lambda$. Denote by $t_x$ the number $|\text{TF}_x(\Lambda)|_x$. If every $\Lambda$-liftable module in mod $\Lambda/x^r\Lambda$ has a unique lifting up to isomorphism for some $r$, then $t_x$ must be finite by the above proposition and by the remark after Proposition 1.6 $R$ must be of dimension 1. So, it follows immediately from the above proposition that if $\dim R \geq 2$, then not every $\Lambda$-lifting of a liftable module in mod $\Lambda/x^r\Lambda$ for any $r$ is unique up to isomorphism.

(2) Let $\Lambda = k[[x,y]]/(x^2 + y^2)$ and let $R = k[[x]]$ be contained in $\Lambda$ in the natural way. Then $\Lambda$ is an $R$-algebra such that $\Lambda$ is a maximal Cohen-Macaulay module over $R$ and $\text{Hom}_R(\Lambda^{\text{op}}, R)$ and $\Lambda$ are isomorphic as left $\Lambda$-modules. Then $x$ in $R$ is a $\Lambda$-regular element and $\text{TF}_x(\Lambda) = \text{CM}_R(\Lambda)$. All the indecomposable nonprojective maximal Cohen-Macaulay modules over $\Lambda$ is given by $M_r = \Lambda^2/\text{Im}(\frac{x}{y}, \frac{y}{x}, x^2, y^2)_{x_0}$ for $r = 1, 2$. It follows that every liftable module in $\Lambda/x^2\Lambda$ must have two generators, and one can show that $n_x(M_r) = 1$ for $r = 1, 2$ and therefore $t_2 = c_2 = 1$. Since $M_r/xM_r \simeq (\Lambda/(x,y)\Lambda)^2 \simeq k^2$, the module $k$ is weakly liftable, but not liftable since $\Lambda$ is not a discrete valuation ring (By example (2) after [3, Proposition 3.2]). Moreover, the liftable $\Lambda/x\Lambda$-module $(\Lambda/(x,y)\Lambda)^2$ does not have a unique $\Lambda$-lifting up to isomorphism. This shows that every thing can go wrong for $r = t_x$. It also shows that even if $L$ is an indecomposable module in $\text{CM}_R(\Lambda)$, then $L/x^rL$ is not necessarily indecomposable. This shows that the statement [12, Theorem 1.2 (c)] is not true in general.

(3) Let $R = \hat{\mathbb{Z}}_{(3)}$ be the completed ring of 3-adic integers and $G$ a cyclic group of order 3. Then $\Lambda = RG \simeq \hat{\mathbb{Z}}_{(3)}[t]/(t^3 - 1)$, the element $x = 3$ in the maximal ideal of $R$ is $\Lambda$-regular and $t_3 = c_3 = 1$. The only indecomposable non-
projective modules in TF_3(Λ) are $M_1 = \mathbb{Z}_3[t]/(t-1)$ and $M_2 = \mathbb{Z}_3[t]/(t^2+t+1)$. We have $Λ/3Λ \cong \mathbb{Z}_3[t]/(t-1)^3$ and all the indecomposable non-projective $Λ/3Λ$-modules are $S_i = \mathbb{Z}_3[t]/(t-1)^i$ for $i = 1, 2$. Then it is obvious that $S_i$ for $i = 1, 2$ both have a unique $Λ$-lifting up to isomorphism and that weak liftability is equivalent to liftability. This shows that every liftable $Λ/\lambda Λ$-module has a unique lifting up to isomorphism and weak liftability is equivalent liftability even for $r = t_x$.

(4) Let $S = \mathbb{Z}_{(2)}$ be the completed ring of 2-adic integers and $G$ a cyclic group of order 2. Then $Λ = SG \cong \mathbb{Z}_{(2)}[t]/(t^2 - 1)$, the element $x = 2$ in the maximal ideal of $S$ is $Λ$-regular and $t_2 = c_2 = 1$. It is easy to see that in this example a $Λ/2Λ$-module is weak $Λ$-liftable if and only if it is $Λ$-liftable, but not every liftable $Λ/2Λ$-module has a unique $Λ$-lifting up to isomorphism.

3 Multiplication maps.

Let $Λ$ be a noetherian $R$-algebra where $R$ is a complete local ring with maximal ideal $\mathfrak{m}$. In the previous sections we have seen that elements $x$ in $\mathfrak{m}$ regular on $Λ$ with the property that $x \cdot \text{Ext}^1_Λ(M, ) = (0)$ for $Λ$-modules $M$ on which $x$ is regular plays an important role. This section is devoted to show that if $x$ is in the center of $Λ$ and $x \cdot \text{Ext}^1_Λ(M, ) = (0)$ for $M$ in mod $Λ$, then $x$ is in the annihilator of the $Λ$-module $I_M/I^2_M$, where $I_M$ is the Fitting ideal for $M$ (see below for the definition of Fitting ideal).

Let $Λ$ and $R$ be as above. We start by defining the Fitting ideal for any $M$ in mod $Λ$. Let

$$0 \to K \xrightarrow{g} P \xrightarrow{f} M \to 0,$$

be a projective cover of $M$ as a $Λ$-module. Then the Fitting ideal $I_M$ of $M$ is defined to be the ideal generated by the ideals $s \cdot g(K)$ for all $s$ in $\text{Hom}_Λ(P, Λ)$. Since multiplication by elements $λ$ in $Λ$ from the right is a (left) endomorphism of $Λ$, it follows that $I_M$ is a two-sided ideal in $Λ$. It is easy to see that the definition of $I_M$ is independent of the choice of projective cover of $M$ and since $\text{Im}g \subseteq (\text{rad } Λ)P$, the ideal $I_M$ is always a proper ideal of $Λ$.

**Proposition 3.1** Let $Λ$ and $R$ be as above and let $x$ be an element in the center of $Λ$. If the map given by multiplication by $x$, $x \cdot \text{id}_M: M \to M$, for a module $M$ in mod$Λ$ factors through a projective $Λ$-module, then $x$ is in the annihilator of the $Λ$-module $I_M/I^2_M$.

**Proof:** Let $M$ be in mod$Λ$ and let $0 \to K \xrightarrow{g} P \xrightarrow{f} M \to 0$ be a projective cover of $M$. Let $x$ be in the center of $Λ$ and assume that the map given by
multiplication by $x$, $x \cdot \text{id}_M: M \to M$, factors through a projective $\Lambda$-module. Then the map $x \cdot \text{id}_P: M \to M$ factors in particular through $f$ and we have the following diagram,

$$
\begin{array}{c}
0 & \to & K & \xrightarrow{\rho} & P & \xrightarrow{f} & M & \to & 0 \\
\downarrow x & \nearrow t & \downarrow x & \nearrow s & \downarrow x & \nearrow t & \downarrow x & \nearrow & 0,
\end{array}
$$

where $f \circ s = x \cdot \text{id}_M$ and $x \cdot \text{id}_M = g \circ t + s \circ f$. Applying $g$ from the right on this equation gives the equation $x \cdot g = g \circ g$, since $f \circ g = 0$. Let $\pi = (\pi_i)_{i=1}^n: \Lambda^n \to K$ be an epimorphism. Then since $P$ is projective, there exists a map $\alpha = (\alpha_i)_{i=1}^n: P \to \Lambda^n$ such that $t = \pi \circ \alpha = \sum_{i=1}^n \pi_i \circ \alpha_i$. Let $\lambda$ be any element in $\text{Hom}_\Lambda(P, \Lambda)$ and $a$ any element in $K$. Then we have that

$$
x \cdot \lambda \circ g(a) = \lambda \circ g \circ g(a) = \sum_{i=1}^n \lambda \circ g \circ \pi_i(\alpha_i(g(a))) = \sum_{i=1}^n (\alpha_i(g(a))) \cdot \lambda \circ g \circ \pi_i(1), \text{ where } \pi_i(1) \in K.
$$

Since $\alpha_i$ is in $\text{Hom}_\Lambda(P, \Lambda)$ for all $i$, it follows that $\alpha_i(g(a))$ is in $I_M$, hence $\sum_{i=1}^n (\alpha_i(g(a))) \cdot \lambda \circ g \circ \pi_i(1)$ is in $I_M^2$. Therefore $x \cdot \lambda \circ g(a)$ is in $I_M^2$ and $x$ is in the annihilator of the $\Lambda$-module $I_M/I_M^2$.

The Fitting ideal $I_M$ is contained in the annihilator of $I_M/I_M^2$. By the above proposition the ideal $\beta(M) = \{ \lambda \in \Lambda \cap Z(\Lambda) \mid \lambda \cdot \text{Ext}_A^1(M, \_ ) = (0) \}$ is also contained in the annihilator of $I_M/I_M^2$. But there is no inclusion relation between $I_M \cap Z(\Lambda)$ and $\beta(M)$ in general. The following examples illustrate this.

**Examples:**

1. Let $R = \mathbb{Z}_{(3)}$ be the completed ring of 3-adic integers and $G$ a cyclic group of order 27. Then $\Lambda = RG = \mathbb{Z}_{(3)}[t]/(t^{27} - 1)$ and $t^{27} - 1 = (t^3 - 1)(\sum_{i=0}^8 t^{3i})$. Let $Q = \sum_{i=0}^8 t^{3i}$ and $M = \mathbb{Z}_{(3)}[t]/(t^3 - 1)$, which has the following presentation

$$
0 \to (t^3 - 1)/(t^{27} - 1) \to \Lambda \to M \to 0.
$$

Therefore $I_M = (t^3 - 1)/(t^{27} - 1)$ and $\text{ann}_\Lambda I_M/I_M^2 = (t^3 - 1, Q)/(t^{27} - 1)$. Since $\text{Hom}_\Lambda(M, \Lambda) = \Lambda Q$ and the projective cover of $M$ is $\Lambda$, the multiplication map given by $Q$, $Q \cdot \text{id}_M: M \to M$, factors through a projective. Since $(t^3 - 1) \cdot \text{id}_M: M \to M$ is the zero map and $\beta(M) \subset \text{ann}_\Lambda I_M/I_M^2$, it follows that $\beta(M) = \text{ann}_\Lambda I_M/I_M^2$. Therefore $I_M \cap Z(\Lambda)$ is a proper subset of $\beta(M)$.

2. Let $\Lambda = k[[x, y]]/(y^3 + x^4)$, where $k$ is an algebraically closed field of characteristic different from two. The ring $\Lambda$ is a complete commutative local
Gorenstein ring of dimension 1, the $E_6$-singularity in dimension 1. Let
\[
\phi = \begin{pmatrix} y & 0 & x \\ x & y & 0 \\ 0 & x^2 & y \end{pmatrix} : \Lambda^3 \to \Lambda^3.
\]
Then $M = \Lambda^3/\text{Im } \phi$ is a maximal Cohen-Macaulay module over $\Lambda$ and $I_M = (x, y)$. One can show that $\beta(M) = (x^2, xy, y^2)$, hence $\beta(M)$ is a proper subset of $I_M \cap Z(\Lambda)$.

4 Examples.

Let $A = k[[z_0, \ldots, z_d]]$ be the formal power series ring in the variables $z_i$ over an algebraically closed field $k$ of characteristic 0. This last section is devoted to calculating the numbers $n_x(\ )$ and $c_x$ for the simple isolated singularities $A_n$, $D_n$, $E_6$, $E_7$ and $E_8$ in $A$ in any dimension.

Let $A$ be as above. The simple isolated singularities $A_n$, $D_n$, $E_6$, $E_7$ and $E_8$ are given by the following equations
\[
\begin{align*}
A_n &: z_0^{n+1} + z_1^2 + \cdots + z_d^2 \\
D_n &: z_0^2 z_1 + z_1^{n-1} + z_2^2 + \cdots + z_d^2 \\
E_6 &: z_0^4 + z_1^3 + z_2^2 + \cdots + z_d^2 \\
E_7 &: z_0^3 + z_0 z_1^3 + z_2^2 + \cdots + z_d^2 \\
E_8 &: z_0^5 + z_1^3 + z_2^2 + \cdots + z_d^2.
\end{align*}
\]

Let $R = A/(f)$ where $f$ is a nonzero nonunit in $A$ and let $\text{CM}(R)$ denote the category of all maximal Cohen-Macaulay modules over $R$. Then it was shown in [8] that $\text{CM}(R)$ and $\text{CM}(A[[x, y]]/(f + x^2 + y^2))$ are stably equivalent. Using this it turns out that it is sufficient to calculate the numbers $n_x(\ )$ and $c_x$ for dimension 1 and 2.

Before we can start calculating the numbers $n_x(\ )$ and $c_x$, we need some preliminary results and notation. Let $A$, $R$ and $f$ be as above. We recall from [6] that a matrix factorization $(\phi, \psi)$ of $f$ in $A$ over $A$ is a pair of $A$-homomorphisms, $\phi: P \to Q$ and $\psi: Q \to P$ between finitely generated free $A$-modules $P$ and $Q$ such that $\phi \circ \psi = f \cdot \text{id}_Q$ and $\psi \circ \phi = f \cdot \text{id}_P$. A morphism $(\alpha, \beta): (\phi, \psi) \to (\phi', \psi')$ is a pair of $A$-homomorphisms such that the following diagram commutes
\[
\begin{array}{ccc}
P & \xrightarrow{\phi} & Q & \xrightarrow{\psi} & P \\
\downarrow{\beta} & & \downarrow{\alpha} & & \downarrow{\beta} \\
P' & \xrightarrow{\phi'} & Q' & \xrightarrow{\psi'} & P'
\end{array}
\]
Denote by $MF_A(f)$ the category of all matrix factorizations of $f$ over $A$. Define $\text{cok}: MF_A(f) \rightarrow \text{CM}(R)$ by $\text{cok}(\phi, \psi) = \text{coker} \phi$ and $\text{cok}(\alpha, \beta) = \overline{\alpha}$ for $(\alpha, \beta): (\phi, \psi) \rightarrow (\phi', \psi')$, where $\overline{\alpha}$ denotes the homomorphism $\alpha$ induces between coker $\phi$ and coker $\phi'$. The functor is exact and $MF_A(f)/(1, f)$ is equivalent to $\text{CM}(R)$ [6, 8], where $MF_A(f)/(1, f)$ is the category $MF_A(f)$ modulo the morphisms factoring through copies of $(1, f)$. The objects $(f, 1)$ and $(1, f)$ are the only indecomposable projective objects in $MF_A(f)$. Given $(\phi, \psi)$ and $(\phi', \psi')$ in $MF_A(f)$ the morphisms factoring through copies of $(f, 1)$ and $(1, f)$ are of the form $(K\psi, \psi'K)$ and $(\phi'L, L\phi)$, respectively, where $K$ and $L$ are arbitrary matrices of suitable sizes [11, Lemma 3.2]. Let $M$ be in $\text{CM}(R)$ and let $(\phi: A^n \rightarrow A^n, \psi: A^n \rightarrow A^n)$ be a corresponding matrix factorization, since the rank of $P$ and $Q$ are equal by [6, Corollary 5.4]. From the above it follows easily that a multiplication map $x \cdot \text{id}_M: M \rightarrow M$ factors through a projective if and only if there exists an $n \times n$-matrix $K$ such that for all $a$ in $A^n$ there exists $a'$ in $A^n$ such that $K\psi(a) + \phi(a') = x \cdot a$.

As in [8] let the functor $F: MF_A(f) \rightarrow MF_B(f + x^2 + y^2)$ be given by

$$F((\phi, \psi)) = \begin{pmatrix}
(x + iy)I_n & \phi \\
\psi & (-x + iy)I_n
\end{pmatrix}, \begin{pmatrix}
(x - iy)I_n & \phi \\
\psi & (-x - iy)I_n
\end{pmatrix}$$

for all $(\phi, \psi)$ in $MF_A(f)$, where $\phi$ and $\psi$ are $n \times n$-matrices and $B = A[[x, y]]$. On morphisms $(\alpha, \beta): (\phi, \psi) \rightarrow (\phi', \psi')$ in $MF_A(f)$, the functor $F$ is given by

$$F((\alpha, \beta)) = \begin{pmatrix}
\alpha & 0 \\
0 & \beta
\end{pmatrix}.$$

In [8] $F$ is shown to induce an equivalence between $MF_A(f)$ and $MF_B(f + x^2 + y^2)$ modulo the projective objects. Let $M$ be in $\text{CM}(R)$ with a corresponding matrix factorization $(\phi, \psi)$ and let $\hat{\beta}_A(M) = \{ t \in A \mid t \cdot \text{id}_M: M \rightarrow M \text{ factors through a projective} \}$. The above suggests that there is a strong connection between $\beta_A(M)$ and $\hat{\beta}_B(\text{cok}_B(F((\phi, \psi))))$. In fact we have the following connection.

**Lemma 4.1** Let $M$ be in $\text{CM}(R)$ with a corresponding matrix factorization $(\phi, \psi)$. Then $\hat{\beta}_B(\text{cok}_B(F((\phi, \psi)))) = (\beta_A(M), x, y)$.

**Proof**: Let $A$, $B$, $f$ and $R$ be as above. Denote $B/(f + x^2 + y^2)$ by $S$. Let $M$ be a module in $\text{CM}(R)$ with a corresponding matrix factorization $(\phi, \psi)$, where $\phi$ and $\psi$ are $n \times n$ matrices. Assume that $t \cdot \text{id}_M: M \rightarrow M$ factors through a projective module with $t$ in $R$. Let $\tilde{t}$ be in $A$ such that $\tilde{t} = t$ in $R$. Since $\text{cok}_A: MF_A(f)/(1, f) \rightarrow \text{CM}(R)$ is an equivalence, there exist maps $u: (\phi, \psi) \rightarrow (f, 1)^\alpha \oplus (1, f)^\beta$ and $v: (f, 1)^\gamma \oplus (1, f)^\delta \rightarrow (\phi, \psi)$ such that $v \circ u =
\[ \tilde{t} \cdot \text{id}_{(\phi, \psi)} \] Applying the functor \( F \) to these maps we get maps \( u': F(\phi, \psi) \to (f + x^2 + y^2, 1)^{r+s} \oplus (1, f + x^2 + y^2)^{r+s} \) and \( v': (f + x^2 + y^2, 1)^{r+s} \oplus (1, f + x^2 + y^2)^{r+s} \to F(\phi, \psi) \), such that \( v' \circ u' = \tilde{t} \cdot \text{id}_{F(\phi, \psi)} \). After applying the functor \( \text{cok}_B: M \text{F}_B(f + x^2 + y^2) \to \text{CM}(S) \) we see that \( t \cdot \text{id}_{\text{cok}_B F(\phi, \psi)} \) factors through \( S^{r+s} \). This shows that \( \tilde{\beta}_A(M)B \subset \tilde{\beta}_B(\text{cok}_B F(\phi, \psi)) \). On the other hand assume that \( t \cdot \text{id}_{\text{cok}_B F(\phi, \psi)} \) for a \( t \) in \( B \) factors through a projective. Let \( G = \text{S}/(x, y)S \otimes _S \text{CM}(S) \to \text{CM}(R) \). Then it is easy to see that \( G \text{cok}_B F(\phi, \psi) \simeq M \oplus \Omega_R(M) \). Let \( \ell \) denote \( t \) as an element in \( \text{S}/(x, y)S \simeq R \). It follows that \( \ell \cdot \text{id}_{G \text{cok}_B F(\phi, \psi)}: M \oplus \Omega_R(M) \to M \oplus \Omega_R(M) \) factors through a projective \( R \)-module. Therefore \( \ell \cdot \text{id}_M \) also factors through a projective \( R \)-module. This shows that \( \tilde{\beta}_B(\text{cok}_B F(\phi, \psi)) \) viewed as elements in \( \text{S}/(x, y)S \simeq R \) is contained in \( \tilde{\beta}_A(M) \).

Assume that we have shown that \( x \) and \( y \) are elements in \( \tilde{\beta}_B(\text{cok}_B F(\phi, \psi)) \). Then our desired result follows from what we already have proved.

We want to prove that \( x \cdot \text{id}_{\text{cok}_B F(\phi, \psi)} \) factors through a projective module. Using the above remark the map \( x \cdot \text{id}_{\text{cok}_B F(\phi, \psi)} \) factors through a projective module if and only if there exists a matrix \( K \) in \( M_{2n}(S) \) such that for every \( (s_1, s_2) \) in \( S^n \oplus S^n \) there exists \( s' \) in \( S^n \oplus S^n \) such that

\[
K \begin{pmatrix} \psi & -x \\ y & \phi \end{pmatrix} \begin{pmatrix} s_1 \\ s_2 \end{pmatrix} + \begin{pmatrix} \phi & x \\ -y & \psi \end{pmatrix} s' = x \cdot \begin{pmatrix} s_1 \\ s_2 \end{pmatrix}.
\]

Let \( K = \begin{pmatrix} 0 & 0 \\ -n & 0 \end{pmatrix} \) and \( s' = (0, s_1) \). Then the above equation is satisfied. Hence \( x \) and by symmetry \( y \) are elements in \( \tilde{\beta}_B(\text{cok}_B F(\phi, \psi)) \).

So, for the above singularities we just have to calculate the numbers for dimension 1 and 2, since \( n_t(M) \) is the smallest nonzero natural number \( m \) such that \( t^m \) in \( \beta_R(M) = \{ r \in R \mid r \cdot \text{id}_M: M \to M \text{ factors through a projective} \} \), which is equal to \( \tilde{\beta}_A(M)/(f) \). Let us first consider the \( A_n \)-singularity in dimension 1.

The \( A_n \)-singularity in dimension 1 in \( A = k[[z_0, z_1]] \) is given by \( f = z_0^{n+1} + z_1^2 \) and the corresponding local ring is \( R = A/(f) \). Then by [13, Proposition 5.11 and 9.9] all the indecomposable maximal Cohen-Macaulay modules over \( R \) are given by: \( R \) and \( M_r = A^2/\text{Im} \left( \frac{z_0^{r}}{z_1 z_0^{n+1-r}} \right) \) for \( r = 1, 2, \ldots, \left[ \frac{n+1}{2} \right] \) and if \( n = 2m-1 \), then instead of \( M_m \) we have \( M_+ = A/(z_1 + iz_0^m) \) and \( M_- = A/(z_1 - iz_0^m) \). The corresponding matrix factorization for \( M_r \) is \( \left( \begin{pmatrix} z_0^r \\ z_1 z_0^{n+1-r} \end{pmatrix}, \begin{pmatrix} z_0^{n+1-r} \\ -z_1 z_0^r \end{pmatrix} \right) = \left( \phi_r, \psi_r \right) \). Then as before a multiplication map \( t \cdot \text{id}_{M_r}: M_r \to M_r \) with \( t \) in \( A \) factors through a projective module if and only if there exists a matrix \( K \) in...
$M_2(A)$ such that for every $(s_1, s_2)$ in $A^2$ there exists $s'$ in $A^2$ such that

$$K \psi_r \left( \begin{array}{c} s_1 \\ s_2 \end{array} \right) + \phi_r (s') = t \cdot \left( \begin{array}{c} s_1 \\ s_2 \end{array} \right).$$

Let $K = \left( \begin{array}{cc} a & b \\ c & d \end{array} \right)$. If $t = z_1$, then choose $b = -1$, $a = c = d = 0$ and $s' = (s_2, 0)$. Since $z_1$ is in $\beta_R(M_r)$, it is enough to determined what power of $z_0$ that is in $\beta_R(M_r)$ to find the ideal $\beta_R(M_r)$. When $t = z_0^r$, choose $d = 1$, $a = b = c = 0$ and $s' = (0, s_2)$. For $t = z_0^{n+1-r}$, let $a = 1$, $b = c = d = 0$ and $s' = (0, s_2)$. Let $t = z_0^v$ with $v < \min\{r, n+1-r\}$. If the above equation is satisfied for $t$, then $z_0^n$ is in the ideal $(z_0^r, z_0^{n+1-r}, z_1)$. This is impossible, hence $\beta_R(M_r) = (z_0^n, z_1)$ for $r = 1, 2, \ldots, \lceil \frac{n+1}{2} \rceil$.

It remains to discuss the case $n = 2m-1$ and the modules $M_r$ and $M_r$. Assume that $t$ is in $\beta_R(M_r)$. By Proposition 3.1 the element $t$ is in $\text{ann}_R I_{M_r}/I^2_{M_r}$, where $I_{M_r}$ is the Fitting ideal of $M_r$. We have that $I_{M_r} = (z_1 + iz_0^m)/(z_0^n + z_1^m)$, so that $\text{ann}_R I_{M_r}/I^2_{M_r} = (z_1 + iz_0^m, z_1 - iz_0^m) = (z_1, z_0^m)$. The multiplication map $(z_1 + iz_0^m) \cdot \text{id}_{M_r}$ is the zero map, hence $z_1 + iz_0^m = 0$ and $z_0^m$ is in $\beta_R(M_r)$. The composition of the maps $(z_1 - iz_0^m): M_r \rightarrow R$ and the natural projection map $R \rightarrow M_r$ is the multiplication map $(z_1 + iz_0^m) \cdot \text{id}_{M_r}$. This shows that $\beta_R(M_r) = \text{ann}_R I_{M_r}/I^2_{M_r} = (z_1, z_0^m)$. Since $M_r \cong \Omega_R(M_r)$, we have by Corollary 1.8 that $\beta_R(M_r) = \beta_R(M_r) = (z_1, z_0^m)$.

The remark after Lemma 4.1 gives how to calculate $n_i(M)$ for any $t$ in the maximal ideal $m$ of $R$ and any $M$ in $\text{CM}(R)$. In particular we have $n_{z_0}(M_r) = r$ for $r = 1, 2, \ldots, \lceil \frac{n+1}{2} \rceil$ and if $n = 2m-1$, then $n_{z_0}(M_r) = n_{z_0}(M_r) = m = \lceil \frac{n+1}{2} \rceil$. We also have $n_{z_1}(M) = 1$ for any nonprojective indecomposable module $M$ in $\text{CM}(R)$ and moreover $n_i(M) \leq \lceil \frac{n+1}{2} \rceil$ for any $t$ in $m$ and any $M$ in $\text{CM}(R)$.

The $A_n$-singularity in dimension 2 in $A = k[[z_0, z_1, z_2]]$ is given by $f = z_0^{n+1} + z_1^2 + z_2^2$ and the corresponding local ring is $R = A/f$. Using that $\text{CM}(R)$ and $\text{CM}(k[[z_0])/(z_0^{n+1})))$ are stably equivalent induced by the functor above, it follows that $R$ and $M_r = A^2/\text{Im} \left( \frac{z_1 + iz_2}{z_0^{n+1-r}} - \frac{z_0}{z_1 + iz_2} \right)$ for $r = 1, 2, \ldots, n$ are all the indecomposable maximal Cohen-Macaulay modules over $R$. By applying Lemma 4.1 it is easily verified that $\beta_R(M_r) = (z_0^n, z_1, z_2)$, where $m = \min\{r, n+1-r\}$. In particular it follows that $n_{z_0}(M_r) = \min\{r, n+1-r\}$ and $n_{z_1}(M_r) = 1$ for all $r = 1, 2, \ldots, n$ and $i = 1, 2$ and moreover $n_i(M) \leq \lceil \frac{n+1}{2} \rceil$ for any $t$ in $m$ and any $M$ in $\text{CM}(R)$.

**Proposition 4.2** Let $A = k[[z_0, z_1, \ldots, z_d]]$, $f = z_0^{n+1} + z_1^2 + \cdots + z_d^2$ and $R = A/(f)$, the $A_n$-singularity in dimension $d$. Then $|\text{CM}(R)|_{z_0} = \lceil \frac{n+1}{2} \rceil$ and $|\text{CM}(R)|_{z_i} = 1$ for $i = 1, 2, \ldots, d$. Moreover $|\text{CM}(R)| \leq \lceil \frac{n+1}{2} \rceil$ for any $t$ in $m$.
Now, let us consider the $E_6$-singularity and we start with dimension 1.
Let $A = k[[z_0, z_1]]$, $f = z_0^3 + z_1^3$ and $R = A/(f)$. By [13, 9.13] all the indecomposable maximal Cohen-Macaulay modules over $R$ are given by: $R$, $M_1 = A^2/\text{Im} \begin{pmatrix} z_0^2 & z_0^3 & -z_0 z_1 \\ z_0 z_1 & z_1^2 & z_0^2 \\ z_0^3 & -z_0 z_1 & z_1^2 \end{pmatrix}$, $M_2 = A^2/\text{Im} \begin{pmatrix} z_1 & 0 & 0 \\ z_0 & z_1 & 0 \\ 0 & z_2 & z_1 \end{pmatrix}$, and $M_3 = A^2/\text{Im} \begin{pmatrix} z_0 & z_0 & z_0 \\ z_0 & z_0 & z_0 \\ z_0 & z_0 & z_0 \end{pmatrix}$.

In order to study the $E_6$-singularity and the other singularities in dimension 2 it is useful to consider the following functor between singularities $A = k[[z_0, z_1, z_2]]$. Let $f = z_0^4 + z_1^4$ and $R = A/(f)$. Further, let $B = A[[z]]$ and $S = B/(f + z^2)$. Define $F: \text{MF}_A(f) \to \text{MF}_B(f + z^2)$ by

$$F((\phi, \psi)) = \begin{pmatrix} \phi & z I_n \\ -z I_m & \psi \end{pmatrix}, \begin{pmatrix} \psi & -z I_n \\ z I_m & \phi \end{pmatrix}$$

for all $(\phi, \psi)$ in $\text{MF}_A(f)$, where $\phi$ and $\psi$ are $n \times n$-matrices. On morphisms $(\alpha, \beta):(\phi, \psi) \to (\phi', \psi')$ in $\text{MF}_A(f)$, the functor $F$ is given by

$$F((\alpha, \beta)) = \begin{pmatrix} \alpha & 0 \\ 0 & \beta \end{pmatrix}.$$

It is shown in [8] that $F((\phi, \psi))$ is indecomposable if and only if $(\phi, \psi)$ is indecomposable and $(\phi, \psi) \not\cong (\psi, \phi)$. Moreover every matrix factorization of $f + z^2$ is a summand of $F((\phi, \psi))$ for some $(\phi, \psi)$ in $\text{MF}_A(f)$ [8, Proposition 2.7 (i) and Lemma 2.5 (ii)]. Further, if $(\phi, \psi)$ is indecomposable and $F((\phi, \psi))$ decomposes, then $F((\phi, \psi)) \simeq (\phi', \psi') \oplus (\psi', \phi')$, where $(\phi', \psi') \not\cong (\psi', \phi')$ and $(\phi', \psi')$ is indecomposable. So given the matrix factorizations in dimension 1 and the above facts from [8], to find all indecomposable maximal Cohen-Macaulay modules over $S$ we do the following. We apply $F$ to all the indecomposable matrix factorizations of $f$ and decompose if possible and finally we apply the functor $\text{cok}_B$ to all the indecomposable matrix factorizations we have gotten this way.
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Similar to the correspondence between $f$ and $f + x^2 + y^2$ for the ideals $\tilde{\beta}$, we have the following correspondence for the ideals $\tilde{\beta}$ for the singularities $f$ and $\hat{f} + z^2$.

**Lemma 4.3** Let $A$, $B$ and $f$ be as above. If $M$ is an indecomposable non-projective module in $\text{CM}(R)$ and $(\phi, \psi)$ a corresponding reduced matrix factorization in $\text{MF}_A(f)$ and if $N$ is a summand of $\text{cok}_B F((\phi, \psi))$, then $\tilde{\beta}_B(N) = (\tilde{\beta}_A(M), z)$.

**Proof:** Let $M' = \text{cok}_B F((\phi, \psi))$. Then $\begin{pmatrix} \frac{z}{0} & \frac{\phi}{0} \\ 0 & 0 \end{pmatrix} : M' \to M'$ is multiplication by $z$ and factors through a projective module. By Proposition 1.7 (c) multiplication by $z$ factors through a projective module for any summand of $M'$.

Let $H : \text{MF}_B(f + z^2) \to \text{MF}_A(f)$ be the restriction functor, then $H F((\phi, \psi)) \simeq (\phi, \psi) \oplus (\phi, \psi)$. Assume that $F((\phi, \psi))$ decomposes for $(\phi, \psi)$ indecomposable. Then we know from [8] that $F((\phi, \psi)) \simeq (\phi', \psi') \oplus (\psi', \phi')$, where $(\phi', \psi') \not\simeq (\psi', \phi')$ and $(\phi', \psi')$ is indecomposable. Let $M_1 = \text{cok}_B(f, \psi')$, then $\tilde{\beta}_B(M_1) = \tilde{\beta}_B(\Omega_S(M_2))$ by Corollary 1.8 and therefore also equal to $\tilde{\beta}_B(M')$.

It follows that if $t \cdot \text{id}_{M_1}$ factors through a projective module, then $t_{z=0} \cdot \text{id}_{M_1}$ factors through a projective module, since $H(\phi', \psi')$ is isomorphic to $(\phi, \psi')$ or $(\psi, \phi)$. Conversely, if $t \cdot \text{id}_{M_1}$ factors through a projective module, then $(t, t)$ in $\text{End}_{\text{MF}_A(f)}((\phi, \psi))$ factors through copies of $(f, 1)$ and $(1, f)$, since $\text{MF}_A(f)/(f, 1)$ and $\text{CM}(R)/R$ are equivalent [6, 8]. Since the functor $F$ sends projective matrix factorizations to projective matrix factorizations, the homomorphism $t \cdot \text{id}_{M_1}$ factors through a projective module. Therefore we have that $\tilde{\beta}_B(M_1) = (\tilde{\beta}_A(M), z)$.

Let $A = k[[z_0, z_1]]$ and $f = z_0^4 + z_1^3$. Then $f + z_2^2$ is the $E_0$-singularity in $B = A[[z_2]]$ in dimension 2. Using the above known facts from [8] all the indecomposable maximal Cohen-Macaulay modules over $S$ are: $S$, $M_1 = B^2/\text{Im} \begin{pmatrix} z_1 & z_0^2 & z_2 \\ -z_0 & z_1 & 0 \end{pmatrix}$, $M_2 = B^2/\text{Im} \begin{pmatrix} z_1 & z_0 & 0 \\ -z_0 & z_1 & z_2 \end{pmatrix}$, $M_3 = B^4/\text{Im} \begin{pmatrix} z_1 & z_0^2 & z_2 & 0 \\ 0 & z_1 & z_2 & -z_0 \\ -z_0 & z_1 & 0 & z_2 \\ 0 & z_0 & z_2 & z_1 \end{pmatrix}$, $M_4 = B^4/\text{Im} \begin{pmatrix} \phi & z_0 & 0 \\ 0 & \psi & z_2 \end{pmatrix}$, $M_5 =$
Proposition 4.4 \( R \) and \( j \) and \( E \)

Let \( A = k[[z_0, z_1, \ldots, z_d]] \), \( f = z_0^4 + z_1^3 + z_2^2 + \cdots + z_d^2 \) and \( R = A/(f) \), the \( E_0 \)-singularity in dimension \( d \). Then \( |\text{CM}(R)|_i = 2 \) for \( i = 0, 1 \) and \( |\text{CM}(R)|_i = 1 \) for \( i = 2, \ldots, d \). Moreover \( |\text{CM}(R)|_t \leq 2 \) for any \( t \) in \( \mathbb{m} \).
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