A CONTINUOUS INTERPOLATION BETWEEN CONSERVATIVE AND DISSIPATIVE SOLUTIONS FOR THE TWO-COMPONENT CAMASSA–HOLM SYSTEM
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Abstract. We introduce a novel solution concept, denoted \( \alpha \)-dissipative solutions, that provides a continuous interpolation between conservative and dissipative solutions of the Cauchy problem for the two-component Camassa–Holm system on the line with vanishing asymptotics. All the \( \alpha \)-dissipative solutions are global weak solutions of the same equation in Eulerian coordinates, yet they exhibit rather distinct behavior at wave breaking. The solutions are constructed after a transformation into Lagrangian variables, where the solution is carefully modified at wave breaking.

1. Introduction

We consider the Cauchy problem for the two-component Camassa–Holm (2CH) system given by

\[
\begin{align*}
  u_t - u_{txx} + \kappa u_x + 3uu_x - 2u_xu_{xx} - uu_{xxx} + \eta \rho x &= 0, \\
  \rho_t + (u\rho)_x &= 0,
\end{align*}
\]

with initial data \( u|_{t=0} = u_0 \) and \( \rho|_{t=0} = \rho_0 \). Here, \( \kappa \in \mathbb{R} \) and \( \eta \in (0, \infty) \) are given parameters. We are interested in global weak solutions for general initial data

\( u_0 \in H^1(\mathbb{R}) \) and \( \rho_0 \in L^2(\mathbb{R}) \).

The 2CH system was introduced by Olver and Rosenau [35, Eq. (43)] (see also [8, 2, 32]), and derived in the context of water waves by Constantin and Ivanov [11]. In this paper also the question of wave breaking is analyzed. The scalar CH equation, which corresponds to the case where \( \rho(t,x) = \rho_0(x) = 0 \), was introduced by Camassa and Holm in the fundamental paper [7], and its analysis has been pervasive. Other generalizations of the Camassa–Holm equation exist, see, e.g., [8, 9, 13, 21, 33].

The 2CH system experiences wave breaking in the sense that the spatial derivative of \( u \) becomes unbounded while keeping its \( H^1(\mathbb{R}) \) norm finite. This gives rise to a dichotomy between so-called conservative and dissipative solutions, which complicates the issue of wellposedness of the Cauchy problem. This issue has been studied extensively [15, 17, 18, 37, 34]. Analysis of blow-up and existence of global solutions for the 2CH system can be found in, e.g., [19, 24, 23, 22, 25, 30, 31].

---
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In this article, we introduce a novel class of solutions parametrized by $\alpha \in [0, 1]$. The parameter $\alpha$ determines the amount of dissipation for the corresponding class of solutions. If $\alpha = 0$, there is no dissipation and we obtain the conservative solutions, meaning that, when a collision, i.e., wave breaking, occurs, the energy contained in the collision is entirely redistributed in the system after the collision. If $\alpha = 1$, we obtain the (fully) dissipative solutions, where all the energy contained in a collision vanishes from the system. The intermediate values of $\alpha$ give the fraction of the energy contained in the collision which is dissipated. The remaining energy is given back after the collision.

For simplicity, in this introduction, we consider first the CH equation with $\kappa = 0$. However, in the text proper, we analyze the full 2CH system. Dissipation occurs when the solution blows up. The problem of blow-up can be studied explicitly in the case of multipeakon solutions but since this example is well-known, we refer to, e.g., [26] where this is well described, rather than presenting the details here. The upshot of the analysis is that the solution $u$ has to be augmented by an additional variable in the form of a measure, denoted $\mu$, that describes the energy. For $u_0 \in H^1(\mathbb{R})$, we let $\mu = u^2_x dx$. For smooth solutions to the CH equation, the following conservation law for the energy holds

\begin{equation}
(u^2 + u^2_x)_t + (u(u^2 + u^2_x))_x = (u^3 - 2Pu)_x,
\end{equation}

which implies that the total energy, i.e., the $H^1(\mathbb{R})$ norm of $u$, is preserved. Here, $P$ is an integrated term which is defined below, see (1.4). When blow-up occurs, the energy density $(u^2 + u^2_x) dx$ becomes singular, that is, it becomes a measure containing a singular part. This measure has to be augmented to the solution $u$ in order to be able to define the continuation after blow-up.

The proper way to continue the solution after blow-up is to rewrite the equation in terms of new variables, denoted Lagrangian variables, where the CH equation appears as a system of ordinary differential equations taking values in a Banach space in such a way that the blow-up in the original Eulerian variables (1.1) evaporates [4, 5, 27, 29]. In the present literature the analysis has been distinct for the two classes of solutions. Our new solution concept governed by the parameter $\alpha$ allows for a continuous interpolation between the conservative and dissipative solutions. At the same time it allows a uniform treatment of all cases. We denote these solutions as $\alpha$-dissipative solutions.

Let us describe more precisely the construction of the $\alpha$-dissipative solutions. After applying the inverse Helmholtz operator $(1 - \partial_{xx})^{-1}$, the CH equation can be rewritten as

\begin{equation}
u_t + uu_x + P_x = 0, \quad P - P_{xx} = u^2 + \frac{1}{2} u^2_x.
\end{equation}

The pattern of blow-up is known [10]: The solution remains continuous while the derivative $u_x$ tends to minus infinity at the blow-up point. For this reason, the blow-up for the CH equation is often characterized as wave breaking and we will use this term extensively in this paper. Wave breaking occurs precisely when the characteristics, $y = y(t, \xi)$, given by

\begin{equation}
y_t(t, \xi) = u(t, y(t, \xi)),
\end{equation}

have a critical point, i.e., \( y_\xi(t, \xi) = 0 \). For a given “particle”, labeled by \( \xi \), the characteristic \( y(t, \xi) \) denotes the trajectory of \( \xi \)

\[
\tau_1(\xi) = \begin{cases} 
\sup \{ t \in \mathbb{R}_+ \mid y_\xi(t', \xi) > 0 \text{ for all } 0 < t' < t \}, & \text{if } \{ \ldots \} \neq \emptyset, \\
\infty, & \text{otherwise},
\end{cases}
\]

denotes the time of the first wave breaking for \( \xi \). For dissipative solutions, we would set \( y_\xi(t, \xi) = 0 \) for \( t > \tau_1(\xi) \) while for conservative solutions we would continue to use (1.5). Typically in a collision taking place at time \( t_c \), the trajectories of different particles meet, say \( y(t_c, \xi_1) = y(t_c, \xi) = y(t_c, \xi_2) \) for \( \xi \in [\xi_1, \xi_2] \). In the dissipative case, the particles remain together. The energy, which in the case of conservative solutions sends the collided particles apart, is entirely dissipated in the dissipative case. To keep track of the part of the energy that accumulates at collision points, we introduce the function

\[
h(t, \xi) = u_x^2(t, y(t, \xi)) y_\xi(t, \xi).
\]

The time evolution of \( h \) is given by

\[
h_t(t, \xi) = 2(U^2(t, \xi) - P(t, \xi)) U_\xi(t, \xi),
\]

where the function

\[
U(t, \xi) = u(t, y(t, \xi))
\]

denotes the Lagrangian velocity. We write the CH equation as a system of ordinary differential equations in Lagrangian coordinates

\[
\begin{align*}
y_t &= U, & \quad U_t &= -Q, & h_t &= 2(U^2 - P) U_\xi, \\
y_{\xi, \xi} &= U_\xi, & \quad U_{\xi, \xi} &= \frac{1}{2} h + (U^2 - P) y_\xi,
\end{align*}
\]

where \( P \) and \( Q \) are integrated terms, enjoying higher regularity, given by (2.11) and (2.8), respectively. The control on the level of dissipation, which depends on \( \alpha \), is determined by the Lagrangian variables at the times of collision. At collision time \( \tau_1(\xi) \), for the particle \( \xi \), we decompose \( h \) in two parts

\[
h(\tau_1(\xi), \xi) = \alpha h(\tau_1(\xi), \xi) + (1 - \alpha) h(\tau_1(\xi), \xi).
\]

For \( \alpha \)-dissipative solutions, the first part is dissipated while the second is redistributed to the system. We introduce \( \bar{h} \), which denotes the effective part of the energy, that is, the part which effectively amounts for the energy that is left after a collision. Before the first collision, \( h \) and \( \bar{h} \) coincide, but at collision time, \( \bar{h} \) is discontinuous and we set

\[
\bar{h}(\tau_1(\xi), \xi) = (1 - \alpha) \lim_{t \uparrow \tau_1(\xi)} h(t, \xi),
\]

while \( h \) remains continuous in time. In fact, it should be enough only to consider \( \bar{h} \) instead of \( h \), however, the variable \( h \), because of its time continuity property, is so useful in the proofs that we keep it as one of the variables for the governing equations. The same particle may experience additional collisions later. Thus, we construct the sequence

\[
0 < \tau_1(\xi) < \tau_2(\xi) < \cdots < \tau_j(\xi) < \cdots
\]
of collision times. For a given $\xi$, the sequence $\tau_j(\xi)$ does not accumulate and there exists a lower bound for the time separating two collisions, see Corollary 2.22. At each $\tau_j(\xi)$ we reset $\bar{h}$, i.e.,

$$h(\tau_j(\xi),\xi) = (1 - \alpha) \lim_{t \uparrow \tau_j(\xi)} \bar{h}(t,\xi).$$

The equations in Lagrangian coordinates we will consider are given by

\begin{align}
(1.10a) & \quad y_t = U, \\
(1.10b) & \quad U_t = -Q, \\
(1.10c) & \quad y_{t,\xi} = U_{\xi}, \\
(1.10d) & \quad U_{t,\xi} = \frac{1}{2} \bar{h} + (U^2 - P)y_{\xi}, \\
(1.10e) & \quad h_t = 2(U^2 - P)U_{\xi},
\end{align}

where $P$ and $Q$ are given by (2.20) and (2.21), respectively. The initial characteristics are given by $y(\xi) = \sup \{ y \mid \mu((-\infty,y)) + y < \xi \}$. Note that, since $\bar{h}$ is discontinuous, the system of ordinary differential equations (1.10) is discontinuous.

Now we want to obtain a global solution of the system (1.10), properly formulated. We consider the vector $\Theta = (\zeta, U, \zeta_\xi, U_\xi, \bar{h}, h) \in L^\infty(\mathbb{R}) \times E^5$ where $E = L^2(\mathbb{R}) \cap L^\infty(\mathbb{R})$, and, for technical reasons, we prefer to work with $\zeta = y - \text{Id}$. In order to obtain a global solution that respects the intrinsic structure of the system, we have to restrict the initial data appropriately, and we only consider initial data in the set $G$ given by Definition 2.7. Short time existence is proved by an iteration argument (see Theorem 2.18), and existence of a global solution in $G$, is proved in Theorem 2.20.

The next task is then to return to Eulerian coordinates where the solution $(u(t), \mu(t))$ for each positive time $t$ satisfies $u(t) \in H^1(\mathbb{R})$, as well as being a weak, global solution of (1.4), and $\mu(t)$ is a nonnegative Radon measure such that $\mu_{ac}(t) = u_{ac}^2(t, \cdot) \, dx$. When $u$ is a smooth solution, $\mu = \mu_{ac}$ but, at a blow-up time $t_c$, the singular part of $\mu$, which we denote $\mu_s$, accounts for the singular part of the energy, as we have

$$\lim_{t \uparrow t_c} \left( (u^2(t, x) + u_{ac}^2(t, x)) \, dx \right) = \mu_s(t_c) + (u^2(t_c, x) + u_{ac}^2(t_c, x)) \, dx.$$

The next problem is that of relabeling; there are several distinct Lagrangian solutions corresponding to one and the same solution in Eulerian variables, similar to the fact that there are several distinct parametrizations of one and the same curve. We identify the precise set $G$ of relabeling functions, see Definition 3.3, and we show that the flow respects the relabeling, see Theorem 3.8. The return to Eulerian variables is contained in Definition 3.10 where we define

$$u(x) = U(\xi) \text{ for any } \xi \text{ such that } x = y(\xi),$$

$$\mu = y_s(\bar{h}(\xi) \, d\xi).$$

Finally, we show that the solution is a global weak solution of the CH equation, and that we have (see Theorem 4.2)

$$u^2 + \mu_t + (u(u^2 + \mu))_x \leq (u^3 - 2Pu)_x.$$
in the sense of distributions.

Until now, we have focused on the CH equation, that is, the case where \( \rho(t, x) = \rho_0(x) = 0 \) which implies that (1.1a) and (1.1b) decouple. For the 2CH system in the general case, when \( \rho_0 \neq 0 \), we observe the same regularisation properties as in the conservative case presented in [15], namely that, if \( \rho_0(x) > 0 \) for all \( x \), then the solution retains the same level of regularity as the one it has initially, no collision occurs and

\[
E(t) = E(0)
\]

for all times \( t \), where \( E(t) = \sqrt{\|u(t, \cdot)\|_{H^1}^2 + \|\rho(t, \cdot)\|_{L^2}^2} \). For general initial data, if \( \alpha = 0 \), the identity (1.12) holds only for almost every time \( t \) while, if \( \alpha > 0 \), the function \( E(t) \) is then non-increasing almost everywhere, that is,

\[
E(t) \leq E(t')
\]

for \( t > t' \) where \( t \) and \( t' \) belong to a given set of full measure, see Theorems 4.2 and 4.3.

Finally, we present in Section 5 detailed calculations for the explicit example of a peakon-antipeakon solution. Here one can see the interplay between Eulerian and Lagrangian variables, the role and use of relabeling, as well as an explicit description of the behavior at wave breaking.

2. Lagrangian setting

We consider the Cauchy problem for the two component Camassa–Holm system with arbitrary \( \kappa \in \mathbb{R} \) and \( \eta \in (0, \infty) \), given by

\[
\begin{align*}
\text{(2.1a)} & \quad u_t - u_{txx} + \kappa u_x + 3u u_x - 2u_x u_{xx} - uu_{xxx} + \eta \rho \rho_x = 0, \\
\text{(2.1b)} & \quad \rho_t + (u \rho)_x = 0,
\end{align*}
\]

with initial data \( u|_{t=0} = u_0 \) and \( \rho|_{t=0} = \rho_0 \), such that \( u \in H^1(\mathbb{R}) \) and \( \rho \in L^2(\mathbb{R}) \). A close look reveals that, if \( (u(t, x), \rho(t, x)) \) is a solution of the two-component Camassa–Holm system (2.1), then we easily find that

\[
\begin{align*}
\text{(2.2)} & \quad v(t, x) = u(t, x), \quad \text{and} \quad \tau(t, x) = \sqrt{\eta} \rho(t, x),
\end{align*}
\]

solves the two-component Camassa–Holm system with \( \eta = 1 \). Therefore, without loss of generality, we assume in what follows that \( \eta = 1 \). Our analysis does not extend to the case with \( \eta \) negative. For results in that case, see, e.g., [12]. In addition, we only consider the case \( \kappa = 0 \) as one can make the same conclusions for \( \kappa \neq 0 \) with slight modifications.

In the remainder of this section we will introduce the set of Lagrangian coordinates we want to work with and the corresponding Banach space.

---

2The general case with \( \kappa \in \mathbb{R} \), which is related to the case where the solution \( u, \rho \) has non-vanishing asymptotics, is treated in [14] [15] [18].
2.1. Reformulation of the 2CH system in Lagrangian coordinates. The
2CH system with $\kappa = 0$ can be rewritten as the following system in Eulerian
coordinates\(^3\)

\[(2.3a)\]

\[u_t + uu_x + P_x = 0,\]

\[(2.3b)\]

\[\rho_t + (u\rho)_x = 0,\]

\[(2.3c)\]

\[P - P_{xx} = u^2 + \frac{1}{2}u_x^2 + \frac{1}{2}\rho^2,\]

where $P$ and $P_x$ are given by

\[(2.4)\]

\[P(t,x) = \frac{1}{2} \int_\mathbb{R} e^{-|x-z|}(u^2 + \frac{1}{2}u_x^2 + \frac{1}{2}\rho^2)(t,z)dz,\]

and

\[(2.5)\]

\[P_x(t,x) = -\frac{1}{2} \int_\mathbb{R} \text{sgn}(x-z)e^{-|x-z|}(u^2 + \frac{1}{2}u_x^2 + \frac{1}{2}\rho^2)(t,z)dz.\]

In order to reformulate the system (2.3) in Lagrangian variables we define the
characteristics $y(t,\xi)$ as the solution of

\[(2.6)\]

\[y_t(t,\xi) = u(t,y(t,\xi))\]

for a given $y(0,\xi)$. The Lagrangian velocity is given by $U(t,\xi) = u(t,y(t,\xi))$ and
we find using (2.3a) that

\[(2.7)\]

\[U_t(t,\xi) = -Q(t,\xi),\]

where $Q(t,\xi) = P_x(t,y(t,\xi))$ is given by

\[(2.8)\]

\[Q(t,\xi) = -\frac{1}{4} \int_\mathbb{R} \text{sgn}(\xi-\eta)e^{-|y(t,\xi)-y(t,\eta)|}(2U^2y_\xi + h)(t,\eta)d\eta,\]

where we have introduced $h = (u_x^2 + \rho^2) \circ y_\xi$, or

\[(2.9)\]

\[h(t,\xi) = (u_x^2(t,y(t,\xi)) + \rho^2(t,y(t,\xi)))y_\xi(t,\xi).\]

The time evolution of $h(t,\xi)$ is given by

\[(2.10)\]

\[h_t(t,\xi) = 2(U^2(t,\xi) - P(t,\xi))U_\xi(t,\xi),\]

where $P(t,\xi) = P(t,y(t,\xi))$ is given by

\[(2.11)\]

\[P(t,\xi) = \frac{1}{4} \int_\mathbb{R} e^{-|y(t,\xi)-y(t,\eta)|}(2U^2y_\xi + h)(t,\eta)d\eta.\]

Last, but not least, the Lagrangian density

\[(2.12)\]

\[r(t,\xi) = \rho \circ y_\xi(t,\xi) = \rho(t,y(t,\xi))y_\xi(t,\xi)\]

is preserved with respect to time, i.e.,

\[(2.13)\]

\[r_t = 0,\]

according to (2.3b).

We have formally reformulated the 2CH system (2.3) in Eulerian coordinates as
the following system of ordinary differential equations in Lagrangian variables

\[(2.14a)\]

\[y_t = U,\]

\[(2.14b)\]

\[U_t = -Q,\]

\[(2.14c)\]

\[y_t,\xi = U_\xi,\]

\(^3\)For $\kappa$ nonzero (2.3c) is simply replaced by $P - P_{xx} = u^2 + \kappa u + \frac{1}{2}u_x^2 + \frac{1}{2}\rho^2$. 
where $P$ and $Q$ are given by (2.11) and (2.8), respectively.

2.2. The new solution concept: $\alpha$-dissipative solutions. Wave breaking for the 2CH system means that $u_x$ becomes pointwise unbounded from below, which is equivalent, in this case, to saying that $y_\xi$ becomes zero. Let therefore $\tau_1(\xi)$ denote the first time when $y_\xi(t,\xi)$ vanishes at the point $\xi$, i.e.,

\begin{equation}
\tau_1(\xi) = \sup\{t \in \mathbb{R}_+ \mid y_\xi(t',\xi) > 0 \text{ for all } 0 < t' < t\}
\end{equation}

if there exists some $t > 0$ such that $y_\xi(t',\xi) > 0$ for all $t' \in (0,t)$ and $y_\xi(t,\xi) = 0$. Otherwise we set $\tau_1(\xi) = \infty$. For conservative solutions we would continue $y_\xi(t,\xi)$ past wave breaking according to the definition (2.6), while for dissipative solutions one sets $y(t,\xi)$ constant in $\xi$ (not in time), i.e., $y_\xi(t,\xi) = 0$, after wave breaking.

It turns out that the proper way to interpolate between the two solutions is by using the variable $h(t,\xi)$ given by (2.9). For $\alpha \in [0,1]$, we extend the solution past wave breaking by instantaneously reducing the function $h(t,\xi)$ by a factor $(1-\alpha)$ at wave breaking. More precisely, we introduce an extra energy variable, $\bar{h}$, which corresponds to the energy which is actually contained in the system and which coincides with $h$ until wave breaking occurs for the first time. At each collision, $\bar{h}$ is going to be discontinuous in time (for $\alpha > 0$) as we set

\[\bar{h}(\tau_1(\xi),\xi) = (1-\alpha)\bar{h}(\tau_1(\xi) - 0,\xi).\]

The energy variable $h$ remains continuous in time as we set

\[h(\tau_1(\xi),\xi) = h(\tau_1(\xi) - 0,\xi).\]

We define by induction the times $\tau_n(\xi)$, for $\xi$ fixed, where collisions occur. Let

\begin{equation}
\tau_n(\xi) = \sup\{t \in (\tau_{n-1}(\xi),\infty) \mid y_\xi(t',\xi) > 0 \text{ for all } \tau_{n-1}(\xi) < t' < t\},
\end{equation}

if there exists some $t > \tau_{n-1}(\xi)$ such that $y_\xi(t',\xi) > 0$ for all $t' \in (\tau_{n-1}(\xi),t)$ and $y_\xi(t,\xi) = 0$. We set $\tau_n(\xi) = \infty$ otherwise. For convenience we let $\tau_0(\xi) = 0$ for all $\xi \in \mathbb{R}$. Then, as above, we impose

\begin{equation}
\tilde{h}(\tau_n(\xi),\xi) = (1-\alpha)\tilde{h}(\tau_n(\xi) - 0,\xi) \quad \text{and} \quad h(\tau_n(\xi),\xi) = h(\tau_n(\xi) - 0,\xi).
\end{equation}

We denote by $l_j$ the change in $\tilde{h}$ due to the collision, that is,

\begin{equation}
l_j(\xi) = \tilde{h}(\tau_j(\xi) - 0,\xi) - \tilde{h}(\tau_j(\xi),\xi) = \alpha \bar{h}(\tau_j(\xi) - 0,\xi).
\end{equation}

**Remark 2.1.** The sequence $\tau_n(\xi)$ is increasing and can a priori accumulate. However, we will show that this does not happen, see Corollary 2.22.

**Definition 2.2.** An $\alpha$-dissipative solution in Lagrangian coordinates is given by the functions $(y,U,y_\xi,U_\xi,\tilde{h},h,r)$ such that\footnote{We use the notation $\Phi(x \pm \epsilon) = \lim_{\epsilon \downarrow 0} \Phi(x \pm \epsilon)$.}

\[y - \text{Id} \in L^\infty([0,T], W^{1,\infty}(\mathbb{R})), \quad U \in L^\infty([0,T], H^1(\mathbb{R})),\]

\[y_\xi - 1, \quad U_\xi, \quad r \in W^{1,\infty}([0,T], L^2(\mathbb{R}) \cap L^\infty(\mathbb{R})),\]

\[\tilde{h} \in L^\infty([0,T], L^2(\mathbb{R})), \quad h \in W^{1,\infty}([0,T], L^1(\mathbb{R}) \cap L^\infty(\mathbb{R})).\]
and measurable functions $\tau_1(\xi) < \tau_2(\xi) < \ldots$, either finitely many or $\tau_n(\xi) \to \infty$ as $n \to \infty$, given by (2.15) and (2.16), which satisfy, for almost every $\xi \in \mathbb{R}$,

(2.19a) \hspace{1cm} y_1(t, \xi) = U(t, \xi),

(2.19b) \hspace{1cm} U_4(t, \xi) = -Q(t, \xi),

(2.19c) \hspace{1cm} y_{1,\xi}(t, \xi) = U_{\xi}(t, \xi),

\( \bar{\tau} \)

in the following way

(2.19d) \hspace{1cm} U_{1,\xi}(t, \xi) = \frac{1}{2} \bar{h}(t, \xi) + (U^2(t, \xi) - P(t, \xi))y_{\xi}(t, \xi),

(2.19e) \hspace{1cm} h_4(t, \xi) = 2(U^2(t, \xi) - P(t, \xi))U_{\xi}(t, \xi),

(2.19f) \hspace{1cm} \bar{h}_4(t, \xi) = h_4(t, \xi),

(2.19g) \hspace{1cm} r_{1}(t, \xi) = 0,

for $t \in [\tau_{n-1}(\xi), \tau_n(\xi)]$ and

(2.19h) \hspace{1cm} X(\tau_n(\xi), \xi) = X(\tau_n(\xi) - 0, \xi),

(2.19i) \hspace{1cm} \bar{h}(\tau_n(\xi), \xi) = (1 - \alpha)\bar{h}(\tau_n(\xi) - 0, \xi),

for $X = (y, U, y_{\xi}, U_{\xi}, h, r)$. In (2.19), the functions $P$ and $Q$ are given by

\[
(2.20) \hspace{1cm} P(t, \xi) = \frac{1}{4} \int_{\mathbb{R}} e^{-|y(t, \xi) - y(t, \eta)|} (2U^2y_{\xi} + \bar{h})(t, \eta) \, d\eta
\]

and

\[
(2.21) \hspace{1cm} Q(t, \xi) = -\frac{1}{4} \int_{\mathbb{R}} \text{sgn}(\xi - \eta) e^{-|y(t, \xi) - y(t, \eta)|} (2U^2y_{\xi} + \bar{h})(t, \eta) \, d\eta,
\]

respectively.

Remark 2.3. Note that due to the above considerations, we can represent $\bar{h}(t, \xi)$ in the following way

\[
(2.22) \hspace{1cm} \bar{h}(t, \xi) = h(t, \xi) - \sum_{j=0}^{n} l_j(\xi), \quad \text{for } t \in [\tau_n(\xi), \tau_{n+1}(\xi)),
\]

where we recursively define $l_j(\xi) = \alpha(h(\tau_j(\xi), \xi) - \sum_{k=0}^{j-1} l_k(\xi))$ for $j \in \mathbb{N}$, and $l_0(\xi) = h_0(\xi) - \bar{h}(0, \xi) \geq 0$ and $\tau_0(\xi) = 0$. In particular, we have $0 \leq \bar{h}(t, \xi) \leq h(t, \xi)$.

Remark 2.4. We will here try to explain the strategy behind the lengthy existence proof in Lagrangian variables. Our starting point is the formulation (2.14) in Lagrangian variables. We replace the mixed derivatives $y_{1,\xi}$ and $U_{1,\xi}$ by new variables, namely $q = y_{\xi}$ and $w = U_{\xi}$, which turns (2.14) into a system of ordinary differential equations. We show the existence of a solution by an iterative argument, as part of the proof of Theorem 2.18. To secure a global solution and to make sure that the underlying structure is preserved, e.g., that the functions $q$ and $w$ satisfy $q = y_{\xi}$ and $w = U_{\xi}$, respectively, we have to restrict the set of initial data to the set $G$, cf., Definition 2.7. The existence of global solutions then follows in the standard way by showing that the solution remains bounded. This would then yield the solution in Lagrangian variables in the conservative case. However, to construct the $\alpha$-dissipative solutions we need to monitor $y_{\xi}(t, \xi)$ carefully as a function of $t$ for each fixed $\xi$. At the first occasion when $y_{\xi}(t, \xi) = 0$, that is, when $t = \tau_1(\xi)$, we read off the values of the dependent variables, and scale the variable $\bar{h}$ (which
equals $h$ up to $\tau_1(\xi)$) by the factor $1 - \alpha$. The system of ordinary differential equations is then restarted at $t = \tau_1(\xi)$ and runs according to (2.19) until the next time $\gamma_{\xi}(t,\xi)$ vanishes. Again the function $\bar{h}$ is rescaled, and the system restarted. This construction is performed for each $\xi \in \mathbb{R}$. As the system of ordinary differential equations is discontinuous, the global existence proof requires careful estimates, see Lemmas 2.8, 2.9, 2.11, 2.13, 2.16, 2.19.

The function $g$, introduced below in Definition 2.3, plays a subtle role in our considerations. It is used in Lemma 2.13, when identifying $\kappa_{1-\gamma}$, cf. (2.43), as the set of points which will experience wave breaking in the near future. However, it will play an even more vital role in the (future) construction of a Lipschitz metric for this system, see, e.g., [6, 10]. A close look at $g$ and $\bar{h}$ reveals that the function $\bar{h}$ drops suddenly at breaking time while the function $g$ models the loss of energy in a continuous way. Thus $g$ will play a major role in (future) investigations about the stability of solutions.

We introduce the following notation for the Banach spaces that are frequently used. Let

$$E = L^2(\mathbb{R}) \cap L^\infty(\mathbb{R}),$$

and let

$$W = [L^2(\mathbb{R})]^4,$$

and let

$$W = E^4,$$

$$V = L^\infty(\mathbb{R}) \times L^2(\mathbb{R}) \times W,$$

$$V = L^\infty(\mathbb{R}) \times E \times W.$$

For any function $f \in C([0,T],B)$ for $T \geq 0$ and $B$ a normed space, we denote

$$\|f\|_{L^1_TB} = \int_0^T \|f(t,\cdot)\|_B \, dt \quad \text{and} \quad \|f\|_{L^\infty_T B} = \sup_{t \in [0,T]} \|f(t,\cdot)\|_B.$$

**Definition 2.5.** For $x = (x_1, \ldots, x_7) \in \mathbb{R}^7$, we define the functions $g_1, g_2, g: \mathbb{R}^7 \to \mathbb{R}$ by

$$g_1(x) = |x_4| + 2x_3,$$

$$g_2(x) = x_3 + x_5,$$

and

$$(2.23) \quad g(x) = \begin{cases} \alpha g_1(x) + (1 - \alpha)g_2(x), & \text{if } x \in \Omega_1, \\ g_2(x), & \text{otherwise,} \end{cases}$$

where $\Omega_1$ is the set where $g_1 \leq g_2$, $x_4$ is nonpositive, and $x_7 = 0$, thus

$$\Omega_1 = \{x \in \mathbb{R}^7 \mid |x_4| + 2x_3 \leq x_3 + x_5, x_4 \leq 0, \text{ and } x_7 = 0\}.$$

We identify $x = (x_1, \ldots, x_7)$ with $\Theta = (y, U, y_\xi, U_\xi, \bar{h}, h, r)$.

**Remark 2.6.** In the case of conservative solutions, i.e., $\alpha = 0$, we have $0 < g(\Theta)(t,\xi) = g_2(\Theta)(t,\xi)$ and $h(t,\xi) = \bar{h}(t,\xi)$ for all $\xi \in \mathbb{R}$ and $t \in \mathbb{R}$. In the case of dissipative solutions, i.e., $\alpha = 1$, we infer $0 < g(\Theta)(t,\xi)$ and $h(t,\xi) = \bar{h}(t,\xi)$ before wave breaking, while $0 = g(\Theta)(t,\xi)$ and $\bar{h}(t,\xi) = 0$ thereafter. The function $g(\Theta)(t,\xi)$ is introduced in such a way that it describes the loss of energy in a continuous way, in contrast to $\bar{h}(t,\xi)$, which drops suddenly at wave breaking.
Definition 2.7. The set \( \mathcal{G} \) consists of all \( \Theta = (y, U, y_\xi, U_\xi, \bar{h}, h, r) \) such that
\begin{align*}
(2.24a) & \quad X = (\zeta, U, \zeta_\xi, U_\xi, h, r) \in \bar{V}, \\
(2.24b) & \quad g(\Theta) - 1 \in E, \\
(2.24c) & \quad h \in L^1(\mathbb{R}), \\
(2.24d) & \quad y_\xi \geq 0, \quad h \geq 0, \quad \bar{h} \geq 0 \text{ almost everywhere,} \\
(2.24e) & \quad \frac{1}{y_\xi + h} \in L^\infty(\mathbb{R}), \\
(2.24f) & \quad y_\xi \bar{h} = U^2_\xi + r^2 \text{ almost everywhere,} \\
(2.24g) & \quad h \geq \bar{h} \text{ almost everywhere,}
\end{align*}
where we denote \( y_\xi(\xi) = \zeta_\xi(\xi) + \xi \).

It should be noted that, due to the definition of \( g(\Theta) \), the relation (2.24b) is valid for any \( \Theta \) that satisfies (2.24a) since \( 0 \leq \bar{h} \leq h \).

Making the identifications \( q = y_\xi \) and \( w = U_\xi \), we obtain
\begin{align*}
(2.25a) & \quad y_t = U, \\
(2.25b) & \quad U_t = -Q(\Theta), \\
(2.25c) & \quad q_t = w, \\
(2.25d) & \quad w_t = \frac{1}{2} \bar{h} + (U^2 - P(\Theta))q, \\
(2.25e) & \quad h_t = 2(U^2 - P(\Theta))w, \\
(2.25f) & \quad r_t = 0,
\end{align*}
where \( P(\Theta) \) and \( Q(\Theta) \) are given by
\begin{align*}
(2.26) & \quad P(t, \xi) = \frac{1}{4} \int_{\mathbb{R}} e^{-|y(t, \xi) - y(t, \eta)|} (2U^2 q + \bar{h}) (t, \eta) d\eta, \\
(2.27) & \quad Q(t, \xi) = \frac{1}{4} \int_{\mathbb{R}} \text{sgn}(\xi - \eta) e^{-|y(t, \xi) - y(t, \eta)|} (2U^2 q + \bar{h}) (t, \eta) d\eta,
\end{align*}
respectively.

The definition of \( \tau_n \) given by (2.15) (after replacing \( y_\xi \) by the corresponding variable \( q \)) is not appropriate for \( q \in C([0, T], L^\infty(\mathbb{R})) \), and, in addition, it is not clear from this definition if \( \tau_n \) is measurable. Thus we replace this definition by the following one. Let \( \{t_i\}_{i=1}^\infty \) be a dense countable subset of \([0, T]\). Define
\[ A_t = \bigcup_{n \in \mathbb{N}, t_i \leq t} \left\{ \xi \in \mathbb{R} \mid q(t_i, \xi) > \frac{1}{n} \right\}. \]
The sets \( A_t \) are measurable for all \( t \), and we have \( A_{t'} \subset A_t \) for \( t \leq t' \). We consider a dyadic partition of the interval \([0, T]\) (that is, for each \( n \), we consider the set \( \{2^{-n}iT\}_{i=0}^{2^n} \) and set
\[ \tau^n_n(\xi) = \sum_{i=0}^{2^n} \frac{iT}{2^n} \chi_{i,n}(\xi), \]
where \( \chi_{i,n} \) is the indicator function of the set \( A_{2^{-n}T} \setminus A_{2^{-n(i+1)}T} \). The function \( \tau_{1}^n \) is by construction measurable. One can check that \( \tau_{1}^n(\xi) \) is increasing with respect to \( n \), it is also bounded by \( T \). Hence, we can define

\[
\tau_1(\xi) = \lim_{n \to \infty} \tau_{1}^n(\xi),
\]

and \( \tau_1 \) is a measurable function. The next lemma gives the main property of \( \tau_1 \).

**Lemma 2.8.** If, for every \( \xi \in \mathbb{R} \), \( q(t, \xi) \) is positive and continuous with respect to time, then

\[
(2.28) \quad \tau_1(\xi) = \begin{cases} 
\sup\{ t \in \mathbb{R}^+ \mid q(t', \xi) > 0 \text{ for all } 0 < t' < t \}, & \text{ if } \{ \ldots \} \neq \emptyset, \\
\infty, & \text{ otherwise.}
\end{cases}
\]

that is, we retrieve the definition \( (2.15) \).

**Proof.** See [29]. \( \square \)

One can represent \( \tau_n(\xi) \) with \( n = 2, 3, \ldots \) similarly. Indeed, let \( \{ t_i \}_{i=1}^{\infty} \) be a dense countable subset of \([0, T]\). Define inductively

\[
A_{n,t} = \bigcup_{m \in \mathbb{N}} \bigcap_{t_i \leq t} \left\{ \xi \in \mathbb{R} \mid \tau_{n-1}(\xi) \leq t_i, \ q(t_i, \xi) > \frac{1}{m} \right\}, \quad n = 2, 3, \ldots.
\]

As before, the sets \( A_{n,t} \) are measurable for all \( t \), and, in particular, \( A_{n,t'} \subset A_{n,t} \) for \( t \leq t' \). We consider a dyadic partition of the interval \([0, T]\), and set

\[
\tau_n^m(\xi) = \sum_{i=0}^{2^n} \frac{iT}{2^n} \chi_{i,n,m}(\xi),
\]

where \( \chi_{i,n,m} \) is the indicator function of the set \( A_{n,2^{-m}T} \setminus A_{n,2^{-m(i+1)}T} \). The function \( \tau_n^m(\xi) \) is by construction measurable. One can check that \( \tau_n^m(\xi) \) is increasing with respect to \( m \) and bounded by \( T \). Hence we define

\[
\tau_n(\xi) = \lim_{m \to \infty} \tau_n^m(\xi),
\]

and \( \tau_n(\xi) \) is a measurable function. Concluding as in the proof of Lemma 2.8 one obtains the following result.

**Lemma 2.9.** If, for every \( \xi \in \mathbb{R} \), \( q(t, \xi) \) is positive and continuous with respect to time, then

\[
(2.29) \quad \tau_n(\xi) = \begin{cases} 
\sup\{ t \in (\tau_{n-1}(\xi), \infty) \mid q(t', \xi) > 0 \text{ for all } t' \in (\tau_{n-1}(\xi), t) \}, & \text{ if } \{ \ldots \} \neq \emptyset, \\
\infty, & \text{ otherwise,}
\end{cases}
\]

for \( n = 2, 3, \ldots \).

**Remark 2.10.** In the case of conservative solutions we actually do not need to define \( \tau_j(\xi) \) for \( \xi \in \mathbb{R} \) because we do not redefine our system \( (2.19) \) after wave breaking.

So far we have identified \( q \) with \( y_\xi \). However, \( y_\xi \) does not decay fast enough at infinity to belong to \( L^2(\mathbb{R}) \), but \( y_\xi - 1 = \zeta_\xi \) will be in \( L^2(\mathbb{R}) \), and we therefore introduce \( v = q - 1 \). In the case of conservative solutions, we know that \( Q(\Theta) \) and \( P(\Theta) \) are Lipschitz continuous on bounded sets and that \( Q(\Theta) \) and \( P(\Theta) \) can be...
bounded by a constant depending on the bounded set. A slightly different result is true when describing \( \alpha \)-dissipative solutions. Define

\[
B_M = \{ \Theta \mid \| X \|_{\bar{V}} + \| h \|_{L^1} + \left\| \frac{1}{q + h} \right\|_{L^\infty} \leq M, \quad q \tilde{h} = w^2 + r^2, \quad \tilde{h} \leq h, \quad \text{and} \quad q, \tilde{h} \geq 0 \ \text{a.e.} \}. 
\]

In addition, it should be pointed out that for any \( \Theta \in C([0, T], B_M) \) the set of all points which experience wave breaking within a finite time interval \([0, T]\) is bounded, since

\[
\text{meas}(\{ \xi \in \mathbb{R} \mid q(t, \xi) = 0 \}) \leq \int_{\mathbb{R}} \frac{h}{q + h} (t, \xi) d\xi 
\]

for all \( t \in [0, T] \), where \( C(M) \) denotes some constant only depending on \( M \).

**Lemma 2.11.** (i) For all \( \Theta \in C([0, T], B_M) \), we have

\[
\| Q(\Theta) \|_{L^\infty E} + \| P(\Theta) \|_{L^\infty E} \leq C(M)
\]

for a constant \( C(M) \) which only depends on \( M \).

(ii) For any \( \Theta \) and \( \hat{\Theta} \) in \( C([0, T], B_M) \), we have

\[
\left\| Q(\Theta) - Q(\hat{\Theta}) \right\|_{L^1 E} + \left\| P(\Theta) - P(\hat{\Theta}) \right\|_{L^1 E} 
\]

\[
\leq C(M) \left( T \left\| X - \hat{X} \right\|_{L^\infty \bar{V}} + \int_0^T \int_{\mathbb{R}} |\tilde{h}(t, \xi) - \tilde{\hat{h}}(t, \xi)| d\xi dt \right).
\]

Here \( C(M) \) denotes a constant which only depends on \( M \).

**Proof.** We will only establish the estimates for \( P(\Theta) \) as the ones for \( Q(\Theta) \) can be obtained using the same methods with only slight modifications. The main tool for proving the stated estimates will be Young’s inequality which we recall here for the sake of completeness. For any \( f \in L^p(\mathbb{R}) \) and \( g \in L^q(\mathbb{R}) \) with \( 1 \leq p, q, r \leq \infty \), we have

\[
\| f \ast g \|_{L^r} \leq \| f \|_{L^p} \| g \|_{L^q}, \quad \text{if} \quad 1 + \frac{1}{r} = \frac{1}{p} + \frac{1}{q}.
\]

(i): By definition we have

\[
P(\Theta)(t, \xi) = \frac{1}{4} \int_{\mathbb{R}} e^{-|y(t, \xi) - y(t, \eta)|}(2U^2 q + \tilde{h})(t, \eta) d\eta.
\]

So far we do not know if \( y(t, \xi) \) is an increasing function or not, thus we will split the integral above into three as follows. By assumption we have that \( y(t, \xi) - \xi \|_{L^\infty L^\infty} \leq M \), thus

\[
(\xi - \eta) - 2M \leq y(t, \xi) - y(t, \eta) = (y(t, \xi) - \xi) + (\xi - \eta) - (y(t, \eta) - \eta) \leq (\xi - \eta) + 2M,
\]

and, in particular,

\[
y(t, \xi) - y(t, \eta) \geq 0 \quad \text{if} \quad \eta \leq \xi - 2M,
\]

\[
y(t, \xi) - y(t, \eta) \leq 0 \quad \text{if} \quad \eta \geq \xi + 2M.
\]
Hence we can rewrite (2.35) as
\[ P(\Theta)(t, \xi) = \frac{1}{4} \int_{-\infty}^{\xi-2M} e^{-\gamma(t,\xi)-y(t,\eta)}(2U^2 q + \tilde{h})(t, \eta) d\eta \]
\[ + \frac{1}{4} \int_{\xi-2M}^{\xi+2M} e^{-\gamma(t,\xi)-y(t,\eta)}(2U^2 q + \tilde{h})(t, \eta) d\eta \]
\[ + \frac{1}{4} \int_{\xi+2M}^{\xi+M} e^{-\gamma(t,\xi)-y(t,\eta)}(2U^2 q + \tilde{h})(t, \eta) d\eta \]
\[ = I_1(t, \xi) + I_2(t, \xi) + I_3(t, \xi). \]

Let \( f(\xi) = \chi_{\{\xi>2M\}} e^{-\xi}. \) Then we have
\[ \|I_1(t, \xi)\|_{L^\infty E} = \left\| \frac{1}{4} \int_{-\infty}^{\xi-2M} e^{-\gamma(t,\xi)} e^{-\gamma(t,\eta)}(2U^2 q + \tilde{h})(t, \eta) d\eta \right\|_{L^\infty E} \]
\[ \leq \frac{1}{4} \| f \|_{L^1} \left\| e^{\xi} \right\|_{L^\infty E} \]
\[ \leq C(M) \| f \|_{L^1} \| f \|_{L^2} \| e^{\xi} \|_{L^\infty L^2} \]
\[ \leq C(M), \]

since \( \tilde{h}(t, \xi) \leq h(t, \xi). \) Similarly one can estimate \( \|I_3(t, \xi)\|_{L^\infty E} \) by replacing the function \( f(\xi) \) by the function \( g(\xi) = \chi_{\{\xi<-2M\}} e^\xi. \) As far as \( I_2(t, \xi) \) is concerned, we conclude as follows
\[ \|I_2(t, \xi)\|_{L^\infty E} \]
\[ \leq \left\| \frac{1}{4} \int_{\xi-2M}^{\xi+2M} e^{-\gamma(t,\xi)-y(t,\eta)}(2U^2 q + \tilde{h})(t, \eta) d\eta \right\|_{L^\infty E} \]
\[ \leq \left\| \frac{1}{4} \int_{\xi-2M}^{\xi+2M} (e^{-\gamma(t,\xi)-y(t,\eta)} + e^{-\gamma(t,\eta)-y(t,\xi)})(2U^2 q + \tilde{h})(t, \eta) d\eta \right\|_{L^\infty E} \]
\[ \leq \left\| \frac{1}{4} \int_{\xi-2M}^{\xi+2M} e^{-\gamma(t,\xi)-y(t,\eta)}(2U^2 q + \tilde{h})(t, \eta) d\eta \right\|_{L^\infty E} \]
\[ + \left\| \frac{1}{4} \int_{\xi-2M}^{\xi+2M} e^{-\gamma(t,\eta)-y(t,\xi)}(2U^2 q + \tilde{h})(t, \eta) d\eta \right\|_{L^\infty E}. \]

Following closely the argument we used for \( I_1(t, \xi), \) yields

(2.36)
\[ \|I_2(t, \xi)\|_{L^\infty E} \leq C(M). \]

(ii): As before we split the integral into three parts and investigate each of them separately. We start with
\[ B_1(t, \xi) = \frac{1}{4} \int_{-\infty}^{\xi-2M} (e^{-\gamma(t,\xi)-y(t,\eta)}(2U^2 q + \tilde{h})(t, \eta) \]
\[ - e^{-(\gamma(t,\xi)-y(t,\eta))}(2U^2 q + \tilde{h})(t, \eta)) d\eta \]
\[ = \frac{1}{4} \left( e^{-\gamma(t,\xi)} - e^{-\gamma(t,\eta)} \right) \int_{-\infty}^{\xi-2M} e^{-\gamma(t,\eta)} e^{\xi(t,\eta)}(2U^2 q + \tilde{h})(t, \eta) d\eta \]
\[ \int_{-\infty}^{\xi-2M} e^{-\gamma(t,\eta)} e^{\xi(t,\eta)}(2U^2 q + \tilde{h})(t, \eta) d\eta \]
Let \( f(B) \) have \( \|B\|_2^{(2.37)} \) for \( t, \xi \), which corresponds to \( \|\cdot\|_{\infty} \) is concerned, we have

\[
\|B_1(t, \xi)\|_{L_2^\infty} \leq C(M)T \|\zeta - \bar{\zeta}\|_{L_2^\infty} + C(M)T(\|f\|_{L_1} + \|f\|_{L_2}) \|X - \bar{X}\|_{L_2^\infty} V
\]

\[
+ C(M)(\|f\|_{L_\infty} + \|f\|_{L_2}) \times \left( T \|X - \bar{X}\|_{L_2^\infty} V + \int_0^T \int_\mathbb{R} |\bar{h}(t, \xi) - \bar{h}(t, \xi)| d\xi dt \right)
\]

\[
\leq C(M) \left( T \|X - \bar{X}\|_{L_2^\infty} V + \int_0^T \int_\mathbb{R} |\bar{h}(t, \xi) - \bar{h}(t, \xi)| d\xi dt \right).
\]

\( B_3(t, \xi) \), which corresponds to \( I_3(t, \xi) \) in (i), can be investigated similarly. As far as \( B_2(t, \xi) \) is concerned, we have

\[
B_2(t, \xi) = \frac{1}{4} \int_{\xi - 2M}^{\xi + 2M} \left( e^{-|\bar{y}(t, \xi) - y(t, \xi)|} (2U^2 \bar{q} + \bar{h}) \right) dt
\]

\[
= \frac{1}{4} \int_{\xi - 2M}^{\xi + 2M} \left( e^{-|\bar{y}(t, \xi) - y(t, \xi)|} - e^{-|\bar{y}(t, \xi) - y(t, \xi)|} \right) (2U^2 \bar{q} + \bar{h}) dt
\]

\[
+ \frac{1}{4} \int_{\xi - 2M}^{\xi + 2M} e^{-|\bar{y}(t, \xi) - y(t, \xi)|} (2U^2 \bar{q} + \bar{h}) dt
\]

\[
= \frac{1}{4} \int_{\xi - 2M}^{\xi + 2M} e^{-|\bar{y}(t, \xi) - y(t, \xi)|} \left( 1 - e^{-|\bar{y}(t, \xi) - y(t, \xi)|} \right) (2U^2 \bar{q} + \bar{h}) dt
\]

\[
+ \int_{\xi - 2M}^{\xi + 2M} e^{-|\bar{y}(t, \xi) - y(t, \xi)|} (2U^2 q - \bar{U}^2 \bar{q}) dt
\]

\[
+ \int_{\xi - 2M}^{\xi + 2M} e^{-|\bar{y}(t, \xi) - y(t, \xi)|} (\bar{h} - \bar{h}) dt
\]

\[
= B_{21}(t, \xi) + B_{22}(t, \xi) + B_{23}(t, \xi).
\]

\( \|B_{22}(t, \xi)\|_{L_2^\infty} \) and \( \|B_{23}(t, \xi)\|_{L_2^\infty} \) can be estimated using Young’s inequality, while \( \|B_{21}(t, \xi)\|_{L_2^\infty} \) requires more careful estimates. Since \( \xi - 2M \leq \eta \leq \xi + 2M \), we have

\[
(2.37) \quad \|y(t, \xi) - y(t, \eta)| - |\bar{y}(t, \xi) - \bar{y}(t, \eta)|\| \leq |y(t, \xi) - \bar{y}(t, \xi)| + |y(t, \eta) - \bar{y}(t, \eta)|
\]

\[
\leq 2\|y - \bar{y}\|_{L_2^\infty}
\]

and

\[
(2.38) \quad \|y(t, \xi) - y(t, \eta)| - |\bar{y}(t, \xi) - \bar{y}(t, \eta)|\| \leq |y(t, \xi) - y(t, \eta)| + |\bar{y}(t, \xi) - \bar{y}(t, \eta)|
\]

\[
\leq 4\|y - \text{Id}\|_{L_2^\infty} + 2|\xi - \eta| \leq 8M.
\]
Hence

\begin{equation}
|1 - e^{-\bar{g}(t, \xi) - \bar{g}(t, \eta) + y(t, \xi) - y(t, \eta)}| \leq \int_0^t e^x dx \\
\leq C(M) \|y - \bar{y}\|_{L^\infty_T 1} 
\end{equation}

and

\begin{align*}
\|B_2(t, \xi)\|_{L^1_T E} &\leq C(M) \|y - \bar{y}\|_{L^\infty_T 1} \left( \frac{1}{4} \int_{\xi - \Delta}^{\xi + \Delta} e^{-y(t, \xi) - y(t, \eta)}(2U^2 q + \bar{h})(t, \eta) d\eta \right) \\
&\leq C(M) T \|y - \bar{y}\|_{L^\infty_T 1} \left( \frac{1}{4} \int_{\xi - \Delta}^{\xi + \Delta} e^{-y(t, \xi) - y(t, \eta)}(2U^2 q + \bar{h})(t, \eta) d\eta \right) \\
&\quad + \left( \frac{1}{4} \int_{\xi - \Delta}^{\xi + \Delta} e^{-y(t, \xi) - y(t, \eta)}(2U^2 q + \bar{h})(t, \eta) d\eta \right) \\
&\leq C(M) T \|y - \bar{y}\|_{L^\infty_T 1} .
\end{align*}

Thus putting everything together, we have

\begin{equation}
\|B_2(t, \xi)\|_{L^1_T E} \leq C(M) \left( T \left\|X - \tilde{X}\right\|_{L^\infty_T \tilde{V}} + \int_0^T \int_\mathbb{R} |\bar{h}(t, \xi) - \tilde{h}(t, \xi)| d\xi dt \right) .
\end{equation}

\[ \square \]

**Remark 2.12.** (i): In the case of conservative solutions, i.e., \( \alpha = 0 \), we have \( h(t, \xi) = \bar{h}(t, \xi) \) and hence

\begin{equation}
\int_0^T \int_\mathbb{R} |\bar{h}(t, \xi) - \tilde{h}(t, \xi)| d\xi dt \leq TC(M) \left\|X - \tilde{X}\right\|_{L^\infty_T \tilde{V}} ,
\end{equation}

after using that \( h = U^2 + r^2 - h\zeta_2 \) together with the Cauchy–Schwarz inequality.

(ii): In the case of dissipative solutions, i.e., \( \alpha = 1 \), we get, since \( \bar{h}(t, \xi) = 0 \) for \( t \geq \tau_1(\xi) \), that

\begin{align*}
\int_0^T \int_\mathbb{R} |\bar{h}(t, \xi) - \tilde{h}(t, \xi)| d\xi dt &\leq C(M) \left( T \left\|X - \tilde{X}\right\|_{L^\infty_T \tilde{V}} \right) \\
&\quad + \int_\mathbb{R} \left( \int_{\tau_1}^{\tilde{\tau}_1} \bar{h}(t, \xi) \chi_{\{\tilde{\tau}_1 > \tau_1\}}(\xi) dt + \int_{\tau_1}^{\tilde{\tau}_1} \bar{h}(t, \xi) \chi_{\{\tau_1 < \tilde{\tau}_1\}}(t) dt \right) d\xi .
\end{align*}

Here we used the same argument as in (i) together with an application of Fubini’s theorem. In particular, this means that the norm estimates here imply the ones in \([8] \), where the dissipative case is studied, and vice versa.

To show short-time existence of solutions we will use an iteration argument for the following system of ordinary differential equations. Denote generically \((\zeta, U, q, w, h, r)\) by \( \Theta \), \((\zeta, U, q, w, h, r)\) by \( X \), and \((q, w, h, r)\) by \( Z \), thus \( X = (\zeta, U, Z) \). Then, we define the mapping

\[ P : C([0, T], B_M) \to C([0, T], B_M) \]
as follows: Given \( \Theta_0 \in \mathcal{G} \cap B_{M_\kappa} \) and \( \Theta \in C([0, T], B_{M_\kappa}) \), we can compute \( P(\Theta) \) and \( Q(\Theta) \) using (2.26) and (2.27). Then, we define \( \hat{\Theta} = \mathcal{P}(\Theta) \) as follows. Given \( \xi \in \mathbb{R} \), we set \( \hat{\Theta}(0, \xi) = \Theta_0(\xi) \) and \( \Theta(t, \xi) \) on \([\hat{\tau}_n(\xi), \hat{\tau}_{n+1}(\xi)]\) as the solution of the system of ordinary differential equations

\[
\begin{align*}
(2.41a) \quad \hat{\zeta}_t(t, \xi) &= \hat{U}(t, \xi), \\
(2.41b) \quad \hat{U}_t(t, \xi) &= -Q(\Theta)(t, \xi), \\
(2.41c) \quad \hat{q}_t(t, \xi) &= \hat{w}(t, \xi), \\
(2.41d) \quad \hat{w}_t(t, \xi) &= \frac{1}{2} \hat{h}_t(t, \xi) + (U^2(t, \xi) - P(\Theta)(t, \xi))\hat{q}(t, \xi), \\
(2.41e) \quad \hat{h}_t(t, \xi) &= 2(U^2(t, \xi) - P(\Theta)(t, \xi))\hat{w}(t, \xi), \\
(2.41f) \quad \hat{\tau}_t(t, \xi) &= 0, \\
(2.41g) \quad \hat{\tau}_t(t, \xi) &= 0,
\end{align*}
\]

which satisfies, at \( t = \hat{\tau}_n(\xi) \),

\[
(2.42) \quad \hat{X}(\hat{\tau}_n(\xi), \xi) = \hat{X}(\hat{\tau}_n(\xi) - 0, \xi) \quad \text{and} \quad \hat{h}(\hat{\tau}_n(\xi), \xi) = (1 - \alpha)\hat{h}(\hat{\tau}_n(\xi) - 0, \xi).
\]

We write \( \hat{Z}_t = F(\Theta)\hat{Z} \), where \( \hat{Z} = (\hat{q}, \hat{w}, \hat{h}, \hat{r}) \) for all times \( t \), where no wave breaking occurs, i.e., for \( t \in [\hat{\tau}_n(\xi), \hat{\tau}_{n+1}(\xi)] \). So far we have not excluded that the sequence \( \hat{\tau}_n(\xi) \) might have an accumulation point \( \hat{\tau}_\infty(\xi) \). Later on we will see that this is not possible, see Lemma 2.15. If the sequence \( \hat{\tau}_n(\xi) \) were to have an accumulation point \( \hat{\tau}_\infty(\xi) \), we define \( \Theta \) as the solution of

\[
\begin{align*}
\hat{\gamma}_t(t, \xi) &= \hat{U}(t, \xi), \quad \hat{U}_t(t, \xi) = -Q(t, \xi), \\
\hat{q}_t(t, \xi) &= \hat{w}_t(t, \xi) = \hat{h}_t(t, \xi) = \hat{r}_t(t, \xi) = 0, \\
\hat{h}_t(t, \xi) &= \hat{h}(\hat{\tau}_\infty(\xi), \xi),
\end{align*}
\]

for \( t \in [\hat{\tau}_\infty(\xi), T] \).

The following set will play a key role in the context of wave breaking, since it contains all points which will experience wave breaking in the near future,

\[
(2.43) \quad \kappa_{1-\gamma} = \{ \xi \in \mathbb{R} \mid \frac{h_0}{q_0 + h_0}(\xi) \geq 1 - \gamma, \ w_0(\xi) \leq 0, \ \text{and} \ r_0(\xi) = 0 \}, \quad \gamma \in [0, \frac{1}{2}].
\]

Note that

\[
\frac{h_0}{q_0 + h_0}(\xi) \geq 1 - \gamma \iff \gamma \geq 1 - \frac{h_0}{q_0 + h_0}(\xi) = \frac{q_0}{q_0 + h_0}(\xi) \iff (1 - \gamma)q_0(\xi) \leq \gamma h_0(\xi) \leq \gamma h_0(\xi),
\]

which implies that \( \frac{q_0}{q_0 + h_0}(\xi) \leq \gamma \), and hence \( \frac{h_0}{q_0 + h_0}(\xi) \geq 1 - \gamma \). In particular, we have that

\[
(2.44) \quad \text{meas}(\kappa_{1-\gamma}) \leq \frac{1}{1 - \gamma} \int_\mathbb{R} \frac{h_0}{q_0 + h_0}(\xi) d\xi \leq \frac{1}{1 - \gamma} \left\| \frac{1}{q_0 + h_0} \right\|_L = \|h_0\|_{L^1},
\]

and therefore the set \( \kappa_{1-\gamma} \) has finite measure if we choose \( \gamma \in [0, \frac{1}{2}] \), and, in particular, \( \text{meas}(\kappa_{1-\gamma}) \leq C(M) \).
Lemma 2.13. Given \( \Theta_0 \in \mathcal{G} \cap B_{M_0} \) for some constant \( M_0 \) and given \( \Theta \in C([0, T], B_M) \), we denote by \( \bar{\Theta} = (\bar{\zeta}, \bar{U}, \bar{v}, \bar{w}, \bar{h}, \bar{\tau}) = \mathcal{P}(\Theta) \) with initial data \( \Theta_0 \). Let
\[
M = \|Q(\Theta)\|_{L^\infty_T L^\infty} + \|P(\Theta)\|_{L^\infty_T L^\infty} + \|U\|^2_{L^\infty_T L^\infty}.
\]
Then the following statements hold:
(i) For all \( t \) and almost all \( \xi \)
\[
\bar{q}(t, \xi) \geq 0, \quad \bar{h}(t, \xi) \geq 0, \quad \bar{r}(t, \xi) \geq 0,
\]
and
\[
\bar{q} \bar{h} = \bar{w}^2 + \bar{r}^2.
\]
Thus, \( \bar{q}(t, \xi) = 0 \) implies \( \bar{v}(t, \xi) = 0 \) and \( \bar{r}(t, \xi) = 0 \). Recall that \( \bar{q} = \bar{v} + 1 \).
(ii) We have
\[
\left\| \frac{1}{\bar{q} + \bar{h}} (t, \cdot) \right\|_{L^\infty} \leq 2e^{C(M)T} \left\| \frac{1}{q_0 + h_0} \right\|_{L^\infty},
\]
and
\[
\left\| (\bar{q} + \bar{h})(t, \cdot) \right\|_{L^\infty} \leq 2e^{C(M)T} \| q_0 + h_0 \|_{L^\infty},
\]
for all \( t \in [0, T] \) and a constant \( C(M) \) which depends only on \( M \). In particular, \( \bar{q} + \bar{h} \) remains bounded strictly away from zero.
(iii) There exists a \( \gamma \in (0, \frac{1}{2}) \) depending only on \( M \) such that if \( \xi \in \kappa_{1-\gamma} \), then \( \bar{\Theta}(t, \xi) \in \Omega_1 \), where \( \Omega_1 \) is given in Definition 2.5, for all \( t \in [0, \min(\bar{\tau}_1(\xi), T)] \), \( \frac{\bar{q}}{\bar{q} + \bar{h}}(t, \xi) \) is a decreasing function with respect to time for \( t \in [0, \min(\bar{\tau}_1(\xi), T)] \) and \( \frac{\bar{v}}{\bar{q} + \bar{h}}(t, \xi) \) is an increasing function with respect to time for \( t \in [0, \min(\bar{\tau}_1(\xi), T)] \). Thus we infer that
\[
\frac{u_0}{q_0 + h_0}(\xi) \leq \frac{\bar{w}}{\bar{q} + \bar{h}}(t, \xi) \leq 0 \quad \text{and} \quad 0 \leq \frac{\bar{q}}{\bar{q} + \bar{h}}(t, \xi) \leq \frac{q_0}{q_0 + h_0}(\xi),
\]
for \( t \in [0, \min(\bar{\tau}_1(\xi), T)] \). In addition, for \( \gamma \) sufficiently small, depending only on \( M \) and \( T \), we have
\[
\kappa_{1-\gamma} \subset \{ \xi \in \mathbb{R} \mid 0 < \bar{\tau}_1(\xi) < T \}.
\]
(iv) Moreover, for any given \( \gamma \in (0, \frac{1}{2}) \), there exists \( \bar{T} > 0 \) such that
\[
\{ \xi \in \mathbb{R} \mid 0 < \bar{\tau}_1(\xi) < \bar{T} \} \subset \kappa_{1-\gamma}.
\]
Proof. (i) Since \( \Theta_0 \in \mathcal{G} \), equations (2.45) and (2.46) hold for almost every \( \xi \in \mathbb{R} \) at \( t = 0 \). We consider such a \( \xi \) and will drop it in the notation. From (2.46), we have, on the one hand,
\[
(q\bar{h})_t = q_0 \bar{h} + \bar{q} \bar{h}_t = \bar{w} \bar{h} + 2(U^2 - P(\Theta))\bar{w} \bar{q}, \quad t \in (\bar{\tau}_n, \bar{\tau}_{n+1})
\]
and, on the other hand,
\[
(\bar{w}^2 + \bar{r}^2)_t = 2\bar{w} \bar{w}_t = \bar{w} \bar{h} + 2(U^2 - P(\Theta))\bar{w} \bar{q}, \quad t \in (\bar{\tau}_n, \bar{\tau}_{n+1}).
\]
Thus,
\[
(q\bar{h} - \bar{w}^2 - \bar{r}^2)_t = 0
\]
and since \( \tilde{q}(0) \tilde{h}(0) = \tilde{w}^2(0) + \tilde{r}^2(0) \), we have \( \tilde{q}(t) \tilde{h}(t) = \tilde{w}^2(t) + \tilde{r}^2(t) \) for all \( t \in [0, \tilde{\tau}_1] \). We show by induction that it holds for \( t \in [\tilde{\tau}_{n-1}, \tilde{\tau}_n] \) for each \( n \geq 1 \), where \( \tilde{\tau}_0 = 0 \). We have \( \tilde{q}(\tilde{\tau}_n - 0) = q(\tilde{\tau}_n) = 0 \) so, by (2.42),
\[
0 = \tilde{q}(\tilde{\tau}_n) \tilde{h}(\tilde{\tau}_n - 0) = \tilde{w}^2(\tilde{\tau}_n) + \tilde{r}^2(\tilde{\tau}_n).
\]
Hence, \( \tilde{w}(\tilde{\tau}_n) = \tilde{r}(\tilde{\tau}_n) = 0 \) and
\[
\tilde{q}(\tilde{\tau}_n) \tilde{h}(\tilde{\tau}_n) = 0 = \tilde{w}^2(\tilde{\tau}_n) + \tilde{r}^2(\tilde{\tau}_n)
\]
so that (2.46) holds for \( t = \tilde{\tau}_n \). By (2.52), we obtain that (2.46) holds also on the whole interval \([\tilde{\tau}_n, \tilde{\tau}_{n+1}]\). From the definition of \( \tilde{\tau}_1 \) we have that \( \tilde{q}(t) > 0 \) on \([0, \tilde{\tau}_1]\) and \( \tilde{q}(\tilde{\tau}_1) = \tilde{w}(\tilde{\tau}_1) = \tilde{r}(\tilde{\tau}_1) = 0 \) and \( h(\tilde{\tau}_1) \geq 0 \). Hence \( \tilde{w}(t) \) becomes positive at time \( \tilde{\tau}_1 \), and therefore \( \tilde{q}(t) \) is increasing. Since whenever \( \tilde{q}(t) = 0 \), we have that \( \tilde{w} \) changes sign from negative to positive, it follows that \( \tilde{q}(t) \geq 0 \) for \( t > 0 \). From (2.46) it follows that, for \( t \in [0, \tilde{\tau}_1] \), \( \tilde{h}(t) = \tilde{w}^2 + \tilde{r}^2 \) and therefore \( \tilde{h}(t) \geq 0 \). By the continuity of \( \tilde{h} \) (with respect to time) we have \( \lim_{t \to \tilde{\tau}_1} \tilde{h}(t) \geq 0 \) and, using (2.42) and (2.46), we have \( \tilde{h}(t) \geq 0 \) for all \( t \in [0, \tilde{\tau}_2] \). The claim now follows by induction.

(ii) We consider a fixed \( \xi \) that we suppress in the notation. We denote by \( \|Z\|^2 \) the Euclidean norm of \( Z = (\tilde{q}, \tilde{w}, \tilde{h}, \tilde{r}) \). Since \( 0 \leq \tilde{h} \leq \tilde{h}_0 \), we have
\[
\frac{d}{dt} |Z|^2 = -2|Z|^2 Z^T \frac{dZ}{dt} \leq C(M)|Z|^2
\]
for a constant \( C(M) \) which depends only on \( M \). Applying Gronwall’s lemma, we obtain
\[
|Z(t)|^2 \leq e^{C(M)T} |Z(0)|^2.
\]
Hence,
\[
\frac{1}{\tilde{q}^2 + \tilde{w}^2 + \tilde{h}^2 + \tilde{r}^2}(t) \leq e^{C(M)T} \frac{1}{q_0^2 + w_0^2 + h_0^2 + r_0^2}.
\]
Using (2.46), we have
\[
\tilde{q}^2 + \tilde{w}^2 + \tilde{h}^2 + \tilde{r}^2 \leq \tilde{q}^2 + \tilde{q} \tilde{h} + \tilde{h}^2.
\]
Hence, (2.53) yields
\[
\frac{1}{(\tilde{q} + \tilde{h})^2}(t) \leq \frac{1}{\tilde{q}^2 + \tilde{q} \tilde{h} + \tilde{h}^2}(t) \leq e^{C(M)T} \frac{1}{q_0^2 + h_0^2} \leq 2e^{C(M)T} \frac{1}{(q_0 + h_0)^2}.
\]
The second claim can be shown similarly.

(iii) Let us consider a given \( \xi \in \kappa_1 - \gamma \). We are going to determine an upper bound on \( \gamma \) depending only on \( M \) such that the conclusions of (iii) hold. For \( \gamma \) small enough we have \( \Theta_0(\xi) \in \Omega_1 \) as otherwise \( g_2(\Theta_0(\xi)) = q_0(\xi) + h_0(\xi) \) and
\[
1 = \frac{g_2(\Theta_0(\xi))}{q_0(\xi) + h_0(\xi)} < \frac{-w_0(\xi) + 2q_0(\xi)}{q_0(\xi) + h_0(\xi)} \leq \sqrt{\gamma} + 2\gamma
\]
would lead to a contradiction. We claim that there exists a constant \( \gamma(M) \) depending only on \( M \) such that for all \( \gamma \leq \gamma(M) \), \( \xi \in \mathbb{R} \), and \( t \in [0, T] \),
\[
\frac{\tilde{q}}{\tilde{q} + \tilde{h}}(t, \xi) \leq \gamma \text{ and } \tilde{w}(t, \xi) = 0 \text{ implies } \tilde{q}(t, \xi) = 0,
\]
and

\begin{equation}
\frac{\tilde{q}}{\tilde{q} + \tilde{h}}(t, \xi) \leq \gamma \text{ implies } \left(\frac{\tilde{w}}{\tilde{q} + \tilde{h}}\right)_t (t, \xi) \geq 0.
\end{equation}

We consider a fixed $$\xi \in \mathbb{R}$$ and suppress it in the notation. If $$\tilde{w}(t) = 0$$, then (2.46) yields $$\tilde{q}(t)\tilde{h}(t) = 0$$. Thus, either $$\tilde{q}(t) = 0$$ or $$\tilde{h}(t) = 0$$. Assume that $$\tilde{q}(t) \neq 0$$, then $$\tilde{h}(t) = 0$$. Hence $$1 - \gamma \leq \frac{\tilde{h}(t)}{\tilde{q}(t) + \tilde{h}(t)} = 0$$, and we are led to a contradiction. Hence, $$\tilde{q}(t) = 0$$, and we have proved (2.54). If $$\frac{\tilde{q}}{\tilde{q} + \tilde{h}}(t) \leq \gamma$$, we have

\begin{equation}
\left(\frac{\tilde{w}}{\tilde{q} + \tilde{h}}\right)_t = \frac{1}{2} + (U^2 - P(\Theta) - \frac{1}{2}) - \frac{\tilde{q}}{\tilde{q} + \tilde{h}} - (2U^2 - 2P(\Theta) + 1) - \frac{\tilde{w}^2}{(\tilde{q} + \tilde{h})^2} \\
\geq \frac{1}{2} - C(\tilde{M})\frac{\tilde{q}}{\tilde{q} + \tilde{h}} - C(\tilde{M})\frac{\tilde{h}}{(\tilde{q} + \tilde{h})^2} \\
\geq \frac{1}{2} - C(\tilde{M})\gamma.
\end{equation}

Recall that we allow for a redefinition of $$C(\tilde{M})$$. By choosing $$\gamma(\tilde{M}) \leq (4C(\tilde{M}))^{-1}$$, we get $$\left(\frac{\tilde{w}}{\tilde{q} + \tilde{h}}\right)_t \geq 0$$, and we have proved (2.55). For any $$\gamma \leq \gamma(\tilde{M})$$, we consider a given $$\xi$$ in $$\kappa_{1-\gamma}$$ and again suppress it in the notation. We define

$$t_0 = \sup\{t \in [0, \tilde{\tau}] \mid \frac{\tilde{q}}{\tilde{q} + \tilde{h}}(t') < 2\gamma \text{ and } \tilde{w}(t') < 0 \text{ for all } t' \leq t\}$$.

Let us prove that $$t_0 = \tilde{\tau}_1$$. Assume the opposite, that is, $$t_0 < \tilde{\tau}_1$$. Then we have either $$\frac{\tilde{q}}{\tilde{q} + \tilde{h}}(t_0) = 2\gamma$$ or $$\tilde{w}(t_0) = 0$$. We have $$\left(\frac{\tilde{q}}{\tilde{q} + \tilde{h}}\right)_t \leq 0$$ on $$[0, t_0]$$ and $$\frac{\tilde{q}}{\tilde{q} + \tilde{h}}(t)$$ is decreasing on this interval. Hence, $$\frac{\tilde{q}}{\tilde{q} + \tilde{h}}(t_0) \leq 0$$, and therefore we must have $$\tilde{w}(t_0) = 0$$. Then (2.54) implies $$\tilde{q}(t_0) = 0$$, and therefore $$t_0 = \tilde{\tau}_1$$, which contradicts our assumption. From (2.56) we get, for $$\gamma$$ sufficiently small,

$$0 = \frac{\tilde{w}}{\tilde{q} + \tilde{h}}(\tilde{\tau}_1 - 0) \geq \frac{\tilde{w}}{\tilde{q} + \tilde{h}}(0) + \frac{1}{4} \tilde{\tau}_1,$$

and therefore $$\tilde{\tau}_1 \leq 4\sqrt{\gamma}$$. By taking $$\gamma$$ small enough we can impose $$\tilde{\tau}_1 < T$$, which proves (2.50). It is clear from (2.55) that $$\frac{\tilde{w}}{\tilde{q} + \tilde{h}}$$ is increasing. Assume that $$\tilde{\Theta}(t, \xi)$$ leaves $$\Omega_1$$ for some $$t < \min(\tilde{\tau}_1, T)$$. Then we get

$$1 = \frac{\tilde{q}(t) + \tilde{h}(t)}{\tilde{q}(t) + \tilde{h}(t)} \leq \frac{|\tilde{w}(t)| + 2\tilde{q}(t)}{\tilde{q}(t) + \tilde{h}(t)} \leq \sqrt{\gamma} + 2\gamma$$

and, by taking $$\gamma$$ small enough, we are led to a contradiction.

(iv) Without loss of generality we assume $$\bar{T} \leq 1$$. From (iii) we know that there exists a $$\gamma'$$ only depending on $$\bar{M}$$ such that for $$\xi \in \kappa_{1-\gamma'}$$, we have that $$\frac{\tilde{q}}{\tilde{q} + \tilde{h}}$$ is a decreasing and $$\frac{\tilde{w}}{\tilde{q} + \tilde{h}}$$ is an increasing function both with respect to time on $$[0, \min(\tilde{\tau}_1, T)]$$. Let $$\tilde{\gamma} \leq \min(\gamma, \gamma')$$. We consider a fixed $$\xi \in \mathbb{R}$$ such that $$\tilde{\tau}_1(\xi) < \bar{T}$$ (which means implicitly $$\tilde{r}(t, \xi) = 0$$ for all $$t$$), but $$\xi \notin \kappa_{1-\tilde{\gamma}}$$. We will suppress $$\xi$$ in
the notation from now on. Let us introduce

\begin{equation}
(2.57) \quad t_0 = \inf\{t \in [0, \tilde{\tau}] | \frac{\tilde{\tau}}{q + \tilde{\tau}}(\tilde{\tau}) \geq 1 - \tilde{\gamma} \text{ and } \tilde{\omega}(\tilde{\tau}) \leq 0 \text{ for all } \tilde{\tau} \in [t, \tilde{\tau})\}.
\end{equation}

Since \( \tilde{\omega}(\tilde{\tau}) = \frac{\tilde{\tau}'}{q + \tilde{\tau}}(\tilde{\tau}) \geq 0 \) and \( \tilde{\omega}(\tilde{\tau}) = \tilde{q}(\tilde{\tau}) = 0 \), the definition of \( t_0 \) is wellposed when \( \tilde{\tau} > 0 \), and we have \( t_0 < \tilde{\tau} \). By assumption \( t_0 > 0 \) and \( \tilde{\omega}(t_0) = 0 \) or \( \frac{\tilde{\tau}}{q + \tilde{\tau}}(t_0) = 1 - \tilde{\gamma} \). We cannot have \( \tilde{\omega}(t_0) = 0 \), since it would imply, see (2.54), that \( \tilde{q}(t_0) = 0 \) and therefore \( t_0 = \tilde{\tau} \) which is not possible. Thus we must have

\[ \frac{\tilde{\tau}}{q + \tilde{\tau}}(t_0) = 1 - \tilde{\gamma}, \]

and, in particular, \( \frac{\tilde{q}}{q + \tilde{\tau}}(t_0) = \tilde{\gamma} \). According to the choice of \( \tilde{\gamma} \) we have that \( \frac{\tilde{\tau}}{q + \tilde{\tau}}(t) \leq \tilde{\gamma} \) for all \( t \geq t_0 \), and \( \frac{\tilde{\tau}}{q + \tilde{\tau}}(t) \) is increasing. Then we have, following the same lines as in (2.56),

\[ \left( \frac{\tilde{\tau}}{q + \tilde{\tau}} \right)_t \geq \frac{1}{2} - C\tilde{M}\tilde{\gamma}, \]

which yields for \( 0 \leq t_0 \leq t' \leq \min(\tilde{\tau}, 1) \) that

\[ \frac{\tilde{\omega}}{q + \tilde{\tau}}(t') \geq \frac{\tilde{\omega}}{q + \tilde{\tau}}(t_0) + (t' - t_0)(\frac{1}{2} - C\tilde{M}\tilde{\gamma}). \]

Since \( \frac{\tilde{\tau}}{q + \tilde{\tau}}(t_0) = -\sqrt{\tilde{\gamma}(1 - \tilde{\gamma})} \), we choose \( \hat{T} \) such that \( 0 > -\sqrt{\tilde{\gamma}(1 - \tilde{\gamma})} + \hat{T}(\frac{1}{2} - C\tilde{M}\tilde{\gamma}) \). Thus \( \frac{\tilde{\tau}}{q + \tilde{\tau}}(\hat{T}) < 0 \) and therefore all points which experience wave breaking before \( \hat{T} \) are contained in \( \kappa_{1-\tilde{\gamma}} \), since any point entering \( \kappa_{1-\tilde{\gamma}} \) at a later time cannot reach the origin within the time interval \([0, \hat{T}]\) according to the last estimate. \( \square \)

**Lemma 2.14.** Given \( M > 0 \), there exist \( \tilde{T} \) and \( \tilde{M} \) such that for all \( T \leq \tilde{T} \) and any initial data \( \Theta_0 \in \mathcal{G} \cap B_M \), \( P \) is a mapping from \( C([0, \tilde{T}], B_M) \) to \( C([0, T], B_{\tilde{M}}) \).

**Proof.** To simplify the notation, we will generically denote by \( K(M) \) and \( C(\tilde{M}) \) increasing functions of \( M \) and \( \tilde{M} \), respectively. Without loss of generality, we assume \( \tilde{T} \leq 1 \).

Let \( \Theta \in C([0, T], B_{\tilde{M}}) \) for a value of \( \tilde{M} \) that will be determined at the end as a function of \( M \). We assume without loss of generality \( \tilde{M} \geq \tilde{M} \). Let \( \tilde{\Theta} = \tilde{P}(\Theta) \). From Lemma 2.11 we have

\begin{equation}
(2.58) \quad ||Q(\Theta)||_{L^\infty E} \leq C(\tilde{M}), \quad ||P(\Theta)||_{L^\infty E} \leq C(\tilde{M}).
\end{equation}

Since \( \tilde{U}_t = -Q(\Theta) \), we get

\begin{equation}
(2.59) \quad ||\tilde{U}||_{L^\infty E} \leq ||U_0||_E + T||Q(\Theta)||_{L^\infty E} \leq M + TC(\tilde{M}).
\end{equation}

Similarly, since \( \tilde{\zeta}_t = \tilde{U} \), we get

\begin{equation}
(2.60) \quad ||\tilde{\zeta}||_{L^\infty L^\infty} \leq ||\zeta_0||_{L^\infty} + T||\tilde{U}||_{L^\infty L^\infty} \leq M + TC(\tilde{M}).
\end{equation}

From (2.41), by the Minkowski inequality for integrals, we get

\begin{align}
(2.61a) \quad ||\tilde{\omega}(t, \cdot)||_E & \leq ||\tilde{\omega}_0||_E + \int_0^t ||\tilde{\omega}(t', \cdot)||_E dt', \\
(2.61b) \quad ||\tilde{\omega}(t, \cdot)||_E & \leq ||\tilde{\omega}_0||_E + T||P(\Theta) - U^2||_{L^\infty E}
\end{align}
Thus we finally obtain
\begin{equation}
\|h(t)\|_E \leq \|h_0\|_E + 2 \int_0^t \|U^2 - P(\Theta)\|_{L_t^\infty E} \|\tilde{w}(t', \cdot)\|_E \ dt',
\end{equation}
\begin{equation}
\|\tilde{r}(t)\|_E \leq \|r_0\|_E.
\end{equation}
Here we used that \(0 \leq \tilde{h}(t, \xi) \leq \tilde{h}(t, \xi)\) and that \(\tilde{h}(t, \xi)\) is continuous with respect to time. These inequalities imply that
\begin{equation}
\|\tilde{Z}(t, \cdot)\|_W \leq K(M) + TC(\tilde{M}) + C(\tilde{M}) \int_0^t \|\tilde{Z}(t', \cdot)\|_E \ dt',
\end{equation}
and, applying Gronwall’s inequality,
\begin{equation}
\|\tilde{Z}\|_{L_t^\infty W} \leq (K(M) + TC(\tilde{M})) e^{C(\tilde{M})T}.
\end{equation}
Gathering (2.59), (2.60), and (2.63), we get
\begin{equation}
\|\tilde{X}\|_{L_t^\infty V} \leq (K(M) + TC(\tilde{M})) e^{C(\tilde{M})T}.
\end{equation}
Moreover, (2.41) implies that
\begin{equation}
\|\tilde{h}\|_{L_t^1 L^1} \leq (K(M) + TC(\tilde{M})) e^{C(\tilde{M})T}.
\end{equation}
From (2.47) we get
\begin{equation}
\left\| \frac{1}{q + \tilde{h}} \right\|_{L_t^\infty L^\infty} \leq K(M) e^{C(\tilde{M})T}.
\end{equation}
Thus we finally obtain
\begin{equation}
\|\tilde{X}\|_{L_t^\infty V} + \|\tilde{h}\|_{L_t^\infty L^1} + \left\| \frac{1}{q + \tilde{h}} \right\|_{L_t^\infty L^\infty} \leq (K(M) + TC(\tilde{M})) e^{C(\tilde{M})T}
\end{equation}
for some constants \(K(M)\) and \(C(\tilde{M})\) that only depend on \(M\) and \(\tilde{M}\), respectively. We now set \(\tilde{M} = 2K(M)\). Then we can choose \(T\) so small that \((K(M) + C(\tilde{M})T)e^{C(\tilde{M})T} \leq 2K(M) = \tilde{M}\), and therefore \(\|\tilde{X}\|_{L_t^\infty V} + \|\tilde{h}\|_{L_t^\infty L^1} + \left\| \frac{1}{q + \tilde{h}} \right\|_{L_t^\infty L^\infty} \leq \tilde{M}\).

Given \(\Theta_0 \in \mathcal{G} \cap B_M\), there exists \(\tilde{M}\), which depends only on \(M\), such that \(\mathcal{P}\) is a mapping from \(C([0, T], B_{\tilde{M}})\) to \(C([0, T], B_{M})\) for \(T\) small enough. Therefore we set
\begin{equation}
\text{Im}(\mathcal{P}) = \{ \mathcal{P}(\Theta) \mid \Theta \in C([0, T], B_{\tilde{M}})\}.
\end{equation}

**Lemma 2.15.** Given \(\Theta_0 \in \mathcal{G} \cap B_M\) and given \(\Theta \in C([0, T], B_{\tilde{M}})\), we denote \(\tilde{\Theta} = \mathcal{P}(\Theta) \in C([0, T], B_M)\) with initial data \(\tilde{\Theta}_{|t=0} = \Theta_0\).

Then there exists a time \(\hat{T}\) depending on \(\tilde{M}\) such that any point \(\xi\) can experience wave breaking at most once within the time interval \([T_0, T_0 + \hat{T}]\) for any \(T_0 \geq 0\). More precisely, given \(\xi \in \mathbb{R}\), we have
\begin{equation}
\hat{\tau}_{j+1}(\xi) - \hat{\tau}_j(\xi) > \hat{T} \text{ for all } j.
\end{equation}
In addition, for $\hat{T}$ sufficiently small, we get that in this case $w(t, \xi) \geq 0$ for all $t \in [\hat{r}_j(\xi), \hat{r}_j(\xi) + \hat{T}]$.

Proof. If no wave breaking occurs within $[0, T]$ or $\alpha = 1$, there is nothing to prove. Therefore let us assume that $\alpha \in (0, 1)$ and for some fixed $\xi \in \mathbb{R}$ wave breaking occurs. Moreover, let us assume the worst possible case, namely $T_0 = \hat{r}_1(\xi)$, since all other cases follow from this one. At time $\hat{r}_1(\xi)$ we have $\bar{q}(\hat{r}_1(\xi), \xi) = \tilde{w}(\hat{r}_1(\xi), \xi) = 0$, and, in particular, $\frac{\bar{h}}{\bar{q} + \bar{h}}(\hat{r}_1(\xi), \xi) = 1$ and $\tilde{r}(t, \xi) = 0$ for all $t$. Moreover, wave breaking can only take place if $\tilde{w}(t, \xi) \leq 0$ for $\hat{r}_1(\xi) - \varepsilon \leq t \leq \hat{r}_1(\xi)$, but right after wave breaking $\tilde{w}(t, \xi)$ is positive, in the case where $\alpha < 1$. Thus before wave breaking can occur once more at $\xi \in \mathbb{R}$, $\tilde{w}(t, \xi)$ has to change sign from positive to negative at some time $t^* > \hat{r}_1(\xi)$. Hence we will now establish a lower bound on $t^* - \hat{r}_1(\xi)$, which defines $\hat{T}$.

Let $t^*$ be the first time after the first collision where $\tilde{w}(t, \xi)$ changes sign. We have $t^* > \hat{r}_1(\xi)$ and (2.46) implies that either $\bar{q}(t^*, \xi) = 0$ (i.e., wave breaking occurs) or $\frac{\bar{h}}{\bar{q} + \bar{h}}(t^*, \xi) = 0$ (i.e., no wave breaking). The first alternative is not possible as $\bar{q}_t(t, \xi) = \tilde{w}(t, \xi) > 0$ for $t \in (\hat{r}_1(\xi), t^*)$, in the case where $\alpha < 1$. Hence, $\frac{\bar{q}(t^*, \xi)}{\bar{q}(t^*, \xi) + \bar{h}(t^*, \xi)} = 1$. Thus if we can establish a lower bound on how long it takes for the function $\frac{\bar{q}(t^*, \xi)}{\bar{q}(t^*, \xi) + \bar{h}(t^*, \xi)}$, which equals 0 at time $\hat{r}_1(\xi)$, to reach 1 after wave breaking the claim follows.

Observe first that (2.46) implies that

$$\left| \frac{\tilde{w}}{\bar{q} + \bar{h}}(t, \xi) \right| \leq \frac{1}{\sqrt{2}}, \quad \text{and} \quad \left| \frac{\tilde{r}}{\bar{q} + \bar{h}}(t, \xi) \right| \leq \frac{1}{\sqrt{2}}$$

for all $t \in [0, \infty)$ and $\xi \in \mathbb{R}$. Moreover, according to Lemma 2.11 (i) we have

$$\|P(\Theta)\|_{L^2_{\mathbb{R}} L^\infty} + \|U\|^2_{L^2_{\mathbb{R}} L^\infty} \leq C(M).$$

From (2.41) we get

$$\left( \frac{\bar{q}}{\bar{q} + \bar{h}} \right)_t = \frac{\tilde{w}}{\bar{q} + \bar{h}} \left( 1 - 2 \frac{\bar{q}}{\bar{q} + \bar{h}} (U^2 - P(\Theta) + \frac{1}{2}) \right) \leq \frac{1}{\sqrt{2}} (1 + C(M)),$$

for $t \in [\hat{r}_1(\xi), \hat{r}_2(\xi)]$. Hence, integrating the latter equation in time from $\tau_1$ to $t^*$ yields

$$1 = \frac{\bar{q}}{\bar{q} + \bar{h}}(t^*) \leq \frac{1}{\sqrt{2}} (t^* - \tau_1(\xi)) (1 + C(M)).$$

Choosing $\hat{T} = \sqrt{2} (1 + C(M))^{-1}$ concludes the proof.

We define the *discontinuity residual* as

$$\Gamma(\Theta, \mathbf{\hat{\Theta}}) = \int_0^T \int_\mathbb{R} \bar{h}(t, \xi) - \bar{\tilde{h}}(t, \xi) d\xi dt.$$

According to Lemma 2.11 (ii), we have

$$\|Q(\Theta) - Q(\hat{\Theta})\|_{L^1_{\mathbb{R}} E} + \|P(\Theta) - P(\hat{\Theta})\|_{L^1_{\mathbb{R}} E} \leq C(M) \left( T \left\| X - \hat{X} \right\|_{L^\infty_{\mathbb{R}}} + \Gamma(\Theta, \mathbf{\hat{\Theta}}) \right).$$
Lemma 2.16. Given \( \Theta, \hat{\Theta} \in \text{Im}(P) \), \( \gamma \in (0, \frac{1}{2}) \), let \( \Theta_2 = P(\Theta) \) and \( \hat{\Theta}_2 = P(\hat{\Theta}) \), then there exists \( T > 0 \) depending on \( M \) such that the following inequalities hold

(i)

\[
(2.74) \quad \Gamma(\Theta, \hat{\Theta}) \leq C(M) \left( \left\| X - \mathcal{X} \right\|_{L^2 \tilde{V}} + \left\| X - \mathcal{X} \right\|_{L^2 \tilde{V}} + \Gamma(\Theta, \hat{\Theta}) \right),
\]

(ii)

\[
(2.75) \quad \Gamma(\Theta_2, \hat{\Theta}_2) \leq C(M) \left( T \left\| X - \mathcal{X} \right\|_{L^2 \tilde{V}} + \left\| X - \mathcal{X} \right\|_{L^2 \tilde{V}} + \gamma \Gamma(\Theta, \hat{\Theta}) \right),
\]

(iii)

\[
(2.76) \quad \left\| X - \mathcal{X} \right\|_{L^2 \tilde{V}} \leq C(M) \left( T \left\| X - \mathcal{X} \right\|_{L^2 \tilde{V}} + \Gamma(\Theta, \hat{\Theta}) \right),
\]

where \( C(M) \) denotes some constant which only depends on \( M \).

Proof. Denote by \( \Theta_2 = P(\Theta) \) and \( \hat{\Theta}_2 = P(\hat{\Theta}) \) and, abusing the notation, let \( \tau_2(\xi) \) and \( \hat{\tau}_2(\xi) \) be the first time when wave breaking occurs at the point \( \xi \in \mathbb{R} \) for \( \Theta_2 \) and \( \hat{\Theta}_2 \), respectively. Given \( \gamma > 0 \) we know from Lemma 2.13 \( (iv) \) and Lemma 2.15 that there exists \( T \) small enough such that \( \{ \xi \in \mathbb{R} : 0 < \tau_2(\xi) < T \text{ or } 0 < \hat{\tau}_2(\xi) < T \} \subset \kappa_{1-\gamma} \) and such that every point experiences wave breaking at most once within the time interval \([0, T]\). We consider such \( T \). Without loss of generality we can assume that \( T \leq 1 \) and \( \gamma \leq \gamma(M) \).

(i): From \( (2.41) \) we get

\[
(2.77) \quad \left\| \hat{h}_2 - \tilde{h}_2 \right\|_{L^2 \tilde{L}^1} \leq \int_0^T \left\| 2(U^2 - P(\Theta))(w_2 - \tilde{w}_2)(s, \cdot) \right\|_{L^1} ds
\]

\[
+ \int_0^T \left\| 2(U^2 - P(\Theta) - \tilde{U}^2 + P(\hat{\Theta}))\tilde{w}_2(s, \cdot) \right\|_{L^1} ds
\]

\[
\leq \int_0^T \left\| 2(U^2 - P(\Theta))(s, \cdot) \right\|_{L^2} \left\| (w_2 - \tilde{w}_2)(s, \cdot) \right\|_{L^2} ds
\]

\[
+ \int_0^T 2 \left( \left\| (U^2 - \tilde{U}^2)(s, \cdot) \right\|_{L^2} + \left\| (P(\Theta) - P(\hat{\Theta}))(s, \cdot) \right\|_{L^2} \right) \left\| \tilde{w}_2(s, \cdot) \right\|_{L^2} ds
\]

\[
\leq C(M)T \left( \left\| X - \mathcal{X} \right\|_{L^2 \tilde{V}} + \left\| X - \mathcal{X} \right\|_{L^2 \tilde{V}} + \Gamma(\Theta, \hat{\Theta}) \right).
\]

As far as the other estimates are concerned, observe first that for \( \xi \in \kappa_{1-\gamma} \) no wave breaking occurs, and therefore \( |\hat{h}_2(t, \xi) - \tilde{h}_2(t, \xi)| = |h_2(t, \xi) - \tilde{h}_2(t, \xi)| \), since
\[ \Theta_2(0, \xi) = \tilde{\Theta}_2(0, \xi). \]
Moreover, using (2.46), we get \[ \bar{h}_2(t, \xi) = u^2_2(t, \xi) + r^2_2(t, \xi) - \tilde{h}_2(t, \xi)v_2(t, \xi) \]
and a similar relation holds for \( \tilde{h}_2(t, \xi) \). Hence
\[
\int_0^T \int_{\kappa_{1-\gamma}} \left| \bar{h}_2(t, \xi) - \tilde{h}_2(t, \xi) \right| d\xi dt 
\leq \int_0^T \int_{\kappa_{1-\gamma}} \left| (w_2 + \tilde{w}_2)(w_2 - \tilde{w}_2) \right|(t, \xi) d\xi dt 
\]
(2.78)
\[
+ \int_0^T \int_{\kappa_{1-\gamma}} \left| (r_2 + \tilde{r}_2)(r_2 - \tilde{r}_2) \right|(t, \xi) d\xi dt 
\]
\[
+ \int_0^T \int_{\kappa_{1-\gamma}} \left| (\bar{h}_2 - \tilde{h}_2)v_2(t, \xi) + \bar{h}_2v_2 - \tilde{h}_2v_2 \right|(t, \xi) d\xi dt 
\]
\[
\leq C(M)T \left\| X_2 - \tilde{X}_2 \right\|_{L^p \bar{V}} ,
\]
where we used the Cauchy–Schwarz inequality in the last step. Thus we have
(2.79)
\[
\int_0^T \int_{\mathbb{R}} \left| \bar{h}_2(t, \xi) - \tilde{h}_2(t, \xi) \right| d\xi dt \leq C(M)T \left\| X_2 - \tilde{X}_2 \right\|_{L^p \bar{V}} 
\]
\[
+ \int_0^T \int_{\kappa_{1-\gamma}} \left| \bar{h}_2(t, \xi) - \tilde{h}_2(t, \xi) \right| d\xi dt.
\]
(ii): Let us consider \( \xi \in \kappa_{1-\gamma} \) such that \( \tau_2(\xi) \neq \tilde{\tau}_2(\xi) \). Without loss of generality we assume \( 0 < \tau_2(\xi) < \tilde{\tau}_2(\xi) \leq T \). Since \( \Theta_2(t, \xi) \) and \( \tilde{\Theta}_2(t, \xi) \) both belong to \( \text{Im}(\mathcal{P}) \), we have that \( |h_2(t, \xi) - \tilde{h}_2(t, \xi)| = |\bar{h}_2(t, \xi) - \tilde{h}_2(t, \xi)| \) for \( t \in [0, \tau_2(\xi)] \), and especially
(2.80)
\[
\int_0^{\tau_2} |\bar{h}_2(t, \xi) - \tilde{h}_2(t, \xi)| dt = \int_0^{\tau_2} |h_2(t, \xi) - \tilde{h}_2(t, \xi)| dt.
\]
For \( t \in [\tau_2(\xi), \tilde{\tau}_2(\xi)] \), we have \( \tilde{h}_2(t, \xi) = h_2(t, \xi) - l_0(\xi) - l_1(\xi) \) and \( \tilde{\bar{h}}_2(t, \xi) = \tilde{h}_2(t, \xi) - l_0(\xi) \). Hence it follows that
(2.81)
\[
|\tilde{h}_2(t, \xi) - \bar{h}_2(t, \xi)| \leq |h_2(t, \xi) - \tilde{h}_2(t, \xi)| + l_1(\xi).
\]
Since (2.45) implies \( 0 \leq l_1(\xi) \leq h_2(t, \xi) - l_0(\xi) \) for all \( t \in [\tau_2(\xi), \tilde{\tau}_2(\xi)] \), we get
(2.82)
\[
\int_{\tau_2}^{\tilde{\tau}_2} l_1(\xi) dt \leq \int_{\tau_2}^{\tilde{\tau}_2} (h_2(t, \xi) - l_0(\xi)) dt 
\]
\[
\leq \int_{\tau_2}^{\tilde{\tau}_2} |h_2(t, \xi) - \tilde{h}_2(t, \xi)| dt + \int_{\tau_2}^{\tilde{\tau}_2} (h_2(t, \xi) - l_0(\xi)) dt 
\]
\[
\leq \int_{\tau_2}^{\tilde{\tau}_2} |h_2(t, \xi) - \tilde{h}_2(t, \xi)| dt + \int_{\tau_2}^{\tilde{\tau}_2} \tilde{h}_2(t, \xi) dt.
\]
Since \( \tilde{\Theta}_2 = \mathcal{P}(\tilde{\Theta}) \) for \( \tilde{\Theta} \in C([0, T], B_{\bar{\Omega}}) \), we get using (2.41), for \( t \in [\tau_2(\xi), \tilde{\tau}_2(\xi)] \) that
(2.83)
\[
\tilde{w}_2(t, \xi) = \tilde{w}_2(\tau_2(\xi), \xi) + \frac{1}{2} \int_{\tau_2}^{\tilde{\tau}_2} \tilde{h}_2(t', \xi) dt' + \int_{\tau_2}^{\tilde{\tau}_2} (\tilde{U}^2 - \tilde{P}(\tilde{\Theta})) \tilde{q}_2(t', \xi) dt'.
\]
According to Lemma 2.13, since \( \xi \in \kappa_{1-\gamma} \), we have \( \tilde{\Theta}_2(t, \xi) \in \Omega_1 \) for all \( t \in [0, \min(\tilde{\tau}_2(\xi), T)] \). Moreover, \( \tilde{w}_2(t, \xi) \leq 0 \) on the interval \([0, \min(\tilde{\tau}_2(\xi), T)]\) while
\( \tilde{q}_2(t, \xi) \) is decaying. Furthermore, \( \| \tilde{U}^2 - P(\Theta) \|_{L^\infty_t E} \leq C(M), \) \( w_2(\tau_2(\xi), \xi) = q_2(\tau_2(\xi), \xi) = 0 \) and \( w_2(t, \xi) \geq 0 \) for all \( t \in [\tau_2(\xi), T] \). Thus we get that

\[
\frac{1}{2} \int_{\tau_2}^{\tau_2} \tilde{h}_2(t', \xi) dt' = \tilde{w}_2(\tilde{\tau}_2(\xi), \xi) - \tilde{w}_2(\tau_2(\xi), \xi) - \int_{\tau_2}^{\tau_2} (\tilde{U}^2 - P(\tilde{\Theta})) \tilde{q}_2(t', \xi) dt' \\
\leq -\tilde{w}_2(\tau_2(\xi), \xi) + C(M) \int_{\tau_2}^{\tau_2} \tilde{q}_2(\tau_2(\xi), \xi) dt' \\
\leq w_2(\tau_2(\xi), \xi) - \tilde{w}_2(\tau_2(\xi), \xi) \\
+ C(M) \int_{\tau_2}^{\tau_2} \tilde{q}_2(\tau_2(\xi), \xi) - q_2(\tau_2(\xi), \xi) dt' \\
(2.84) \\
\leq w_2(\tau_2(\xi), \xi) - \tilde{w}_2(\tau_2(\xi), \xi) + C(M) T \left\| X_2(\cdot, \xi) - \tilde{X}_2(\cdot, \xi) \right\|_{L^\infty_t \tilde{V}}.
\]

Combining the above estimates yields

\[
(2.85) \\
\int_{\tau_2}^{\tau_2} |\tilde{h}_2(t, \xi) - \tilde{h}_2(t, \xi)| dt \leq \int_{\tau_2}^{\tau_2} |h_2(t, \xi) - \tilde{h}_2(t, \xi)| dt + \int_{\tau_2}^{\tau_2} l_1(\xi) dt \\
\leq 2 \int_{\tau_2}^{\tau_2} |h_2(t, \xi) - \tilde{h}_2(t, \xi)| dt + \int_{\tau_2}^{\tau_2} \tilde{h}_2(t, \xi) dt \\
\leq 2 (w_2(\tau_2(\xi), \xi) - \tilde{w}_2(\tau_2(\xi), \xi)) \\
+ 2 \int_{\tau_2}^{\tau_2} |h_2(t, \xi) - \tilde{h}_2(t, \xi)| dt + C(M) T \left\| X_2 - \tilde{X}_2 \right\|_{L^\infty_t \tilde{V}}.
\]

For \( t \in [\tilde{\tau}_2(\xi), T] \), we have \( \tilde{h}_2(t, \xi) = h_2(t, \xi) - l_0(\xi) - l_1(\xi) \) and \( \tilde{h}_2(t, \xi) = \tilde{h}_2(t, \xi) - l_0(\xi) - \tilde{l}_1(\xi) \), and, in particular,

\[
(2.86) \\
|\tilde{h}_2(t, \xi) - \tilde{h}_2(t, \xi)| \leq |h_2(t, \xi) - \tilde{h}_2(t, \xi)| + |l_1(\xi) - \tilde{l}_1(\xi)|,
\]

where \( l_1(\xi) = \alpha (h_2(\tau_2(\xi), \xi) - l_0(\xi)) \) and \( \tilde{l}_1(\xi) = \alpha (\tilde{h}_2(\tilde{\tau}_2(\xi), \xi) - l_0(\xi)) \). Thus we can write

\[
(2.87) \\
|l_1(\xi) - \tilde{l}_1(\xi)| = \alpha |h_2(\tau_2(\xi), \xi) - \tilde{h}_2(\tilde{\tau}_2(\xi), \xi)| \\
\leq \alpha (|h_2(\tau_2(\xi), \xi) - h_2(\tilde{\tau}_2(\xi), \xi)| + |h_2(\tilde{\tau}_2(\xi), \xi) - \tilde{h}_2(\tilde{\tau}_2(\xi), \xi)|).
\]

The first term on the right-hand side can be estimated, using \( (2.41) \), as follows

\[
(2.88) \\
|h_2(\tau_2(\xi), \xi) - h_2(\tilde{\tau}_2(\xi), \xi)| \leq \int_{\tau_2}^{\tau_2} 2|\tilde{U}^2 - P(\Theta)| w_2(t, \xi) dt \\
\leq C(M) \int_{\tau_2}^{\tau_2} w_2(t, \xi) - \tilde{w}_2(t, \xi) dt \\
\leq C(M) T \left\| X_2 - \tilde{X}_2 \right\|_{L^\infty_t \tilde{V}}.
\]
where we used that \( w_2(t, \xi) \geq 0 \) and \( \bar{w}_2(t, \xi) \leq 0 \) for all \( t \in [\tau_2(\xi), \tilde{\tau}_2(\xi)] \). Combining the above estimates yields

\[
\int_{\tau_2}^T |\tilde{h}_2(t, \xi) - \bar{h}_2(t, \xi)| dt \leq \int_{\tau_2}^T |h_2(t, \xi) - \tilde{h}_2(t, \xi)| dt + T|l_1(\xi) - \tilde{l}_1(\xi)| \\
\leq \int_{\tau_2}^T |h_2(t, \xi) - \tilde{h}_2(t, \xi)| dt \\
+ \alpha T(|h_2(\tau_2(\xi), \xi) - h_2(\tilde{\tau}_2(\xi), \xi)| \\
+ |h_2(\tau_2(\xi), \xi) - \tilde{h}_2(\tau_2(\xi), \xi)|) \\
\leq \int_{\tau_2}^T |h_2(t, \xi) - \tilde{h}_2(t, \xi)| dt + C(\tilde{M}) T \left\| X_2 - \tilde{X}_2 \right\|_{L^\infty \bar{V}}.
\]

Adding (2.80), (2.85), and (2.89), we obtain

\[
\int_0^T |\tilde{h}_2(t, \xi) - \bar{h}_2(t, \xi)| dt \\
\leq 2\int_0^T |h_2(t, \xi) - \tilde{h}_2(t, \xi)| dt + C(\tilde{M}) \left\| X_2 - \tilde{X}_2 \right\|_{L^\infty \bar{V}}.
\]

Note that this inequality is true for all \( \xi \in \kappa_{1-\gamma} \). Since \( \text{meas}(\kappa_{1-\gamma}) \leq C(\tilde{M}) \), we can apply Fubini’s theorem and use (2.90) to obtain

\[
\int_0^T \int_{\kappa_{1-\gamma}} |\tilde{h}_2(t, \xi) - \bar{h}_2(t, \xi)| d\xi dt \leq C(\tilde{M}) \left\| X_2 - \tilde{X}_2 \right\|_{L^\infty \bar{V}}.
\]

Combining (2.79) and (2.91) finally yields (2.74).

(iii): A close inspection of the proof of (ii) reveals that we only need to improve (2.85). Let us consider \( \xi \in \kappa_{1-\gamma} \) and assume for the moment that \( 0 < \tau_2(\xi) < \tilde{\tau}_2(\xi) \leq T \), since all other cases can be derived from this one. For \( t \in [\tau_2(\xi), \tilde{\tau}_2(\xi)] \), we have

\[
\int_{\tau_2}^{\tilde{\tau}_2} |h_2(t, \xi) - \bar{h}_2(t, \xi)| dt \leq 2(\omega_2(\tau_2(\xi), \xi) - \bar{w}_2(\tau_2(\xi), \xi)) + C(\tilde{M}) T \left\| X_2 - \tilde{X}_2 \right\|_{L^\infty \bar{V}}.
\]

In order to improve this estimate we will use that \( \Theta \) not only is an element of \( C([0, T], \bar{V}) \) like in (ii), but also belongs to \( \text{Im}(P) \). From (2.41), we get that

\[
w_2(\tau_2(\xi), \xi) - \bar{w}_2(\tau_2(\xi), \xi) \\
\leq \frac{1}{2} \int_0^{\tau_2} |\tilde{h}_2(t, \xi) - \bar{h}_2(t, \xi)| dt + \int_0^{\tau_2} |U^2 - P(\Theta)||(t, \xi)| q_2(t, \xi) - \bar{q}_2(t, \xi)| dt \\
+ \int_0^{\tau_2} |U^2 - P(\Theta) - \bar{U}^2 + P(\bar{\Theta})||(t, \xi)| \bar{q}_2(t, \xi)| dt \\
\leq \frac{1}{2} \int_0^{\tau_2} |h_2(t, \xi) - \tilde{h}_2(t, \xi)| dt + C(\tilde{M}) T \left\| X_2 - \tilde{X}_2 \right\|_{L^\infty \bar{V}} \\
+ C(\tilde{M}) \gamma \left\| U^2 - P(\Theta) - \bar{U}^2 + P(\bar{\Theta}) \right\|_{L^1\bar{E}} \\
\leq C(\tilde{M}) \left( T\left\| X_2 - \tilde{X}_2 \right\|_{L^\infty \bar{V}} + \left\| X - \tilde{X} \right\|_{L^\infty \bar{V}} + \gamma \Gamma(\Theta, \bar{\Theta}) \right),
\]
where we used (2.72) and that \( \frac{q_2}{q_2 + h_2}(t, \xi) \leq \gamma \) for all \( t \in [0, \tau_2(\xi)] \), and therefore \( q_2(t, \xi) = (q_2 + \tilde{h}_2)(t, \xi) \cdot \frac{q_2}{q_2 + \tilde{h}_2}(t, \xi) \leq (C(\bar{M}) \gamma) \) for all \( t \in [0, \tau_2(\xi)] \). Thus
\[
\int_{\tau_2}^{\bar{\tau}} |\tilde{h}_2(t, \xi) - \tilde{\tilde{h}}_2(t, \xi)| dt
\leq 2(w_2(\tau_2(\xi), \xi) - \bar{w}_2(\tau_2(\xi), \xi)) + C(\bar{M})T \left\| X_2 - \tilde{X}_2 \right\|_{L^p\bar{V}} + \left\| X - \tilde{X} \right\|_{L^p\bar{V}} + \gamma \Gamma(\Theta, \tilde{\Theta}).
\]

As in (ii) we can conclude that for all \( \xi \in \kappa_{1-\gamma} \)
\[
\int_0^T |h_2(t, \xi) - \bar{h}_2(t, \xi)| dt \leq C(\bar{M}) \left( T \left\| X_2 - \tilde{X}_2 \right\|_{L^p\bar{V}} + \left\| X - \tilde{X} \right\|_{L^p\bar{V}} + \gamma \Gamma(\Theta, \tilde{\Theta}) \right).
\]

Since \( \text{mes}(\kappa_{1-\gamma}) \leq C(\bar{M}) \), we can apply Fubini’s theorem and use (2.93) to obtain
\[
\int_0^T \int_{\kappa_{1-\gamma}} |\tilde{h}_2(t, \xi) - \tilde{\tilde{h}}_2(t, \xi)| d\xi dt
\leq C(\bar{M}) \left( T \left\| X_2 - \tilde{X}_2 \right\|_{L^p\bar{V}} + \left\| X - \tilde{X} \right\|_{L^p\bar{V}} + \gamma \Gamma(\Theta, \tilde{\Theta}) \right).
\]

(iv): First we estimate \( \left\| Z_2 - \tilde{Z}_2 \right\|_{L^p\bar{V}(\kappa_{1-\gamma})} \). For \( \xi \in \kappa_{1-\gamma} \) we have \( Z_2 - \tilde{Z}_2 = \bar{Z}_2 - \tilde{\tilde{Z}}_2 \), and, in particular, \( \bar{Z}_{2,t} = F(\Theta) \bar{Z}_2 \) and \( \tilde{\tilde{Z}}_{2,t} = F(\tilde{\Theta}) \tilde{\tilde{Z}}_2 \) for all \( t \in [0, T] \). Hence
\[
\left\| (Z_2 - \tilde{Z}_2)(t, \cdot) \right\|_{L^p\bar{V}(\kappa_{1-\gamma})} = \left\| (\bar{Z}_2 - \tilde{\tilde{Z}}_2)(t, \cdot) \right\|_{L^p\bar{V}(\kappa_{1-\gamma})}
\leq \int_0^t \left\| (F(\Theta) - F(\tilde{\Theta})) \bar{Z}_2(t', \cdot) \right\|_{L^p\bar{V}(\kappa_{1-\gamma})} dt' + \int_0^t \left\| F(\tilde{\Theta})(\bar{Z}_2 - \tilde{\tilde{Z}}_2)(t', \cdot) \right\|_{L^p\bar{V}(\kappa_{1-\gamma})} dt'.
\]

We have that
\[
\left( F(\Theta) - F(\tilde{\Theta}) \right) \bar{Z}_2 = \left( 0, (U^2 - P(\Theta)) - (\tilde{U}^2 - P(\tilde{\Theta})) \right) q_2,
\]
and therefore
\[
\left\| (F(\Theta) - F(\tilde{\Theta})) \bar{Z}_2 \right\|_{L^1\bar{W}} \leq C(\bar{M}) \left\| (U^2 - P(\Theta)) - (\tilde{U}^2 - P(\tilde{\Theta})) \right\|_{L^1E}.
\]

Applying Gronwall’s lemma to (2.95), as \( \left\| F(\tilde{\Theta}) \right\|_{L^p\bar{V} L^\infty} \leq C(\bar{M}) \), we get
\[
\left\| Z_2 - \tilde{Z}_2 \right\|_{L^p\bar{V}(\kappa_{1-\gamma})} \leq C(\bar{M}) \left\| (F(\Theta) - F(\tilde{\Theta})) \bar{Z}_2 \right\|_{L^1\bar{W}}.
\]

Hence, we get by (2.97) that
\[
\left\| Z_2 - \tilde{Z}_2 \right\|_{L^p\bar{V}(\kappa_{1-\gamma})} \leq C(\bar{M}) \left\| (P(\Theta) - U^2) - (P(\tilde{\Theta}) - \tilde{U}^2) \right\|_{L^1E}.
\]
Thus, we have by (2.72) that
\[ \| Z_2 - \tilde{Z}_2 \|_{L^\infty_T \bar{W}_2(\kappa_{1-\gamma})} \leq C(M) \left( T \| X - \bar{X} \|_{L^\infty_T \bar{V}} + \Gamma(\Theta, \bar{\Theta}) \right). \]

To estimate \( \| Z_2 - \tilde{Z}_2 \|_{L^\infty_T \bar{W}(\kappa_{1-\gamma})} \), we fix \( \xi \in \kappa_{1-\gamma} \) and assume without loss of generality that \( 0 < \tau_2(\xi) < \tilde{\tau}_2(\xi) \leq T \). For \( t \in [0, \tau_2(\xi)] \) we can conclude as for \( \xi \in \kappa_{1-\gamma} \) to obtain
\[ |Z_2(t, \xi) - \tilde{Z}_2(t, \xi)| \leq C(M) \left( T \| X - \bar{X} \|_{L^\infty_T \bar{V}} + \Gamma(\Theta, \bar{\Theta}) \right). \]

For \( t \in [\tau_2(\xi), \tilde{\tau}_2(\xi)) \) we have \( \tilde{Z}_{2,t} = F(\Theta) \tilde{Z}_2 \) and \( \hat{Z}_{2,t} = F(\bar{\Theta}) \hat{Z}_2 \), but \( h_2(t, \xi) - \tilde{h}_2(t, \xi) = \tilde{h}_2(t, \xi) - h_2(t, \xi) + l_1(\xi) \). Thus it follows, using (2.82), that
\[ |(Z_2 - \tilde{Z}_2)(t, \xi)| \leq |(Z_2 - \tilde{Z}_2)(\tau_2(\xi), \xi)| + \int_{\tau_2}^{t} \frac{1}{2} l_1(\xi) dt' 
+ \int_{\tau_2}^{t} |(F(\Theta) - F(\bar{\Theta}))Z_2(t', \xi)| dt' + \int_{\tau_2}^{t} |F(\bar{\Theta})(Z_2 - \tilde{Z}_2)(t', \xi)| dt' 
\leq |(Z_2 - \tilde{Z}_2)(\tau_2(\xi), \xi)| + \int_{\tau_2}^{t} \frac{1}{2} \tilde{h}_2(t', \xi) dt' 
+ \int_{\tau_2}^{t} |(F(\Theta) - F(\bar{\Theta}))Z_2(t', \xi)| dt' 
+ \int_{\tau_2}^{t} |F(\bar{\Theta})| (Z_2 - \tilde{Z}_2)(t', \xi) dt', \]

where \( |(F(\Theta) - F(\bar{\Theta}))Z_2| = |(F(\Theta) - F(\bar{\Theta}))\tilde{Z}_2| \) is given by (2.90), which depends neither on \( h_2 \) and \( \tilde{h}_2 \) nor on \( h_2 \) and \( \tilde{h}_2 \). Applying Gronwall’s inequality then yields
\[ |(Z_2 - \tilde{Z}_2)(t, \xi)| \leq C(M) \left( |(Z_2 - \tilde{Z}_2)(\tau_2(\xi), \xi)| + \int_{\tau_2}^{t} \frac{1}{2} \tilde{h}_2(t', \xi) dt' 
+ \int_{\tau_2}^{t} |(F(\Theta) - F(\bar{\Theta}))Z_2(t', \xi)| dt' \right). \]

Then we get from (2.101) and (2.97), together with
\[ \int_{\tau_2}^{t} \frac{1}{2} \tilde{h}_2(t', \xi) dt' \leq w_2(\tau_2(\xi), \xi) - \tilde{w}_2(\tau_2(\xi), \xi) + C(M) T \left( \| X \|_{L^\infty_T} + \| X - \bar{X} \|_{L^\infty_T} \right) \]
\[ \leq C(M) \left( T \left( \| X \|_{L^\infty_T} + \| X - \bar{X} \|_{L^\infty_T} \right) \right) \]
\[ \leq C(M) (T \| X - \bar{X} \|_{L^\infty_T \bar{V}} + (T + \gamma) \Gamma(\Theta, \bar{\Theta})), \]

where we used (2.84), (2.92), and (2.101), that
\[ |(Z_2 - \tilde{Z}_2)(t, \xi)| \leq C(M) (T \| X - \bar{X} \|_{L^\infty_T \bar{V}} + \Gamma(\Theta, \bar{\Theta})). \]
For $t \in [\tilde{\tau}(\xi), T]$, we have $\tilde{Z}_{2,t} = F(\Theta)\tilde{Z}_2$ and $\tilde{\tilde{Z}}_{2,t} = F(\tilde{\Theta})\tilde{\tilde{Z}}_2$, but $h_2(t, \xi) - \dot{h}_2(t, \xi) = \tilde{h}_2(t, \xi) - \tilde{\tilde{h}}_2(t, \xi) + \tilde{l}_1(\xi) - \tilde{l}_1(\xi)$. Thus it follows that

\begin{equation}
|(Z_2 - \tilde{Z}_2)(t, \xi)| \leq |(Z_2 - \tilde{Z}_2)(\tilde{\tau}_2(\xi), \xi)| + \int_{\tilde{\tau}_2}^{t} \frac{1}{2} |l_1(\xi) - \tilde{l}_1(\xi)| \, dt' \\
+ \int_{\tilde{\tau}_2}^{t} |(F(\Theta) - F(\tilde{\Theta}))Z_2(t', \xi)| \, dt' \\
+ \int_{\tilde{\tau}_2}^{t} |F(\tilde{\Theta})(Z_2 - \tilde{Z}_2)(t', \xi)| \, dt',
\end{equation}

where $(F(\Theta) - F(\tilde{\Theta}))Z_2 = (F(\Theta) - F(\tilde{\Theta}))\tilde{Z}_2$ is given by (2.90). Applying Gronwall’s inequality then yields

\begin{equation}
|(Z_2 - \tilde{Z}_2)(t, \xi)| \leq C(\tilde{M}) \left( |(Z_2 - \tilde{Z}_2)(\tilde{\tau}_2(\xi), \xi)| + \int_{\tilde{\tau}_2}^{t} \frac{1}{2} |l_1(\xi) - \tilde{l}_1(\xi)| \, dt' \\
+ \int_{\tilde{\tau}_2}^{t} |(F(\Theta) - F(\tilde{\Theta}))Z_2(t', \xi)| \, dt' \right).
\end{equation}

Then we get from (2.107) and (2.97), together with

\begin{equation}
|l_1(\xi) - \tilde{l}_1(\xi)| \leq \alpha |h_2(\tilde{\tau}_2(\xi), \xi) - \tilde{h}_2(\tilde{\tau}_2(\xi), \xi)| + C(\tilde{M})T \left\| X_2(\cdot, \xi) - \tilde{X}_2(\cdot, \xi) \right\|_{L^\infty_{\tilde{\theta}}},
\end{equation}

where we used (2.87), (2.88), and (2.105), that

\begin{equation}
|(Z_2 - \tilde{Z}_2)(t, \xi)| \leq C(\tilde{M}) \left( T \left\| X - \tilde{X} \right\|_{L^\infty_{\tilde{\theta}}} + \Gamma(\Theta, \tilde{\Theta}) \right),
\end{equation}

Combining (2.101), (2.105), and (2.109), we get

\begin{equation}
|(Z_2 - \tilde{Z}_2)(t, \xi)| \leq C(\tilde{M}) \left( T \left\| X - \tilde{X} \right\|_{L^\infty_{\tilde{\theta}}} + \Gamma(\Theta, \tilde{\Theta}) \right),
\end{equation}

for all $t \in [0, T]$. Since $\text{mes}(\kappa_{1-\gamma}) \leq C(\tilde{M})$, the estimate (2.110) implies

\begin{equation}
\left\| Z_2 - \tilde{Z}_2 \right\|_{L^\infty_{L^p}[\kappa_{1-\gamma}]} \leq C(\tilde{M}) \left( T \left\| X - \tilde{X} \right\|_{L^\infty_{\tilde{\theta}}} + \Gamma(\Theta, \tilde{\Theta}) \right).
\end{equation}

Combining (2.100) and (2.111), we get

\begin{equation}
\left\| Z_2 - \tilde{Z}_2 \right\|_{L^\infty_{L^p}W[\kappa_{1-\gamma}]} \leq C(\tilde{M}) \left( T \left\| X - \tilde{X} \right\|_{L^\infty_{\tilde{\theta}}} + \Gamma(\Theta, \tilde{\Theta}) \right).
\end{equation}

From (2.41) we obtain

\begin{equation}
\left\| U_2 - \tilde{U}_2 \right\|_{L^p_{L^\infty}} \leq \left\| Q(\Theta) - Q(\tilde{\Theta}) \right\|_{L^1_{L^p}} \leq C(\tilde{M}) \left( T \left\| X - \tilde{X} \right\|_{L^\infty_{\tilde{\theta}}} + \Gamma(\Theta, \tilde{\Theta}) \right)
\end{equation}

and

\begin{equation}
\left\| \zeta_2 - \tilde{\zeta}_2 \right\|_{L^pL^\infty} \leq T \left\| U_2 - \tilde{U}_2 \right\|_{L^p_{L^\infty}} \leq C(\tilde{M}) \left( T \left\| X - \tilde{X} \right\|_{L^\infty_{\tilde{\theta}}} + \Gamma(\Theta, \tilde{\Theta}) \right).
\end{equation}
Thus adding (2.112), (2.113), and (2.114), we conclude that
\[
\|X_2 - X_2\|_{L^p V} \leq C(M)(T\|X - \bar{X}\|_{L^p V} + \Gamma(\Theta, \bar{\Theta})).
\]

\[\square\]

**Remark 2.17.** Recall that in the case of conservative solutions, i.e., $\alpha = 0$, we have that $h(t, \xi) = h(t, \xi)$ for all $\xi \in \mathbb{R}$ and $t \in \mathbb{R}$, and hence the above proof simplifies considerably in that case. In particular, it suffices to prove (iv) since one can conclude that $\Gamma(\Theta, \bar{\Theta}) \leq C(M)T\|X - \bar{X}\|_{L^p V}$ as in (2.78).

**Theorem 2.18 (Short time solution).** Given $M > 0$, for any initial data $\Theta_0 = (y_0, U_0, y_0, U_0, \bar{h}_0, h_0, r_0) \in \mathcal{G} \cap B_M$, there exists a time $T > 0$, which only depends on $M$, such that there exists a unique solution $\Theta = (y, U, y, U, h, h, r) \in C([0, T], \bar{V})$ of (2.19) with $\Theta(0) = \Theta_0$. Moreover $\Theta(t) \in \mathcal{G}$ for all $t \in [0, T]$.

**Proof.** In order to prove the existence and uniqueness of the solution we use an iteration argument. By Lemma 2.14 there exist $T$ and $\bar{M}$ such that $\mathcal{P}$ is a mapping from $C([0, T], B_M)$ to $C([0, T], B_{\bar{M}})$. Now let $\Theta(t, \xi) = \Theta_0(\xi)$ for all $t \in [0, T]$ and set $\Theta_{n+1} = \mathcal{P}(\Theta_n)$ and $\Theta_n(0, \xi) = \Theta_0(\xi)$ for all $n \in \mathbb{N}$. Then $\Theta_n$ belongs to $\text{Im}(\mathcal{P})$ for all $n \in \mathbb{N}$ and, in particular, $\Theta_n(t) \in B_{\bar{M}}$ for all $t \in [0, T]$. We have
\[
\|X_{n+1} - X_n\|_{L^p V} \leq C(\bar{M})(T\|X_n - X_{n-1}\|_{L^p V} + \Gamma(\Theta_n, \Theta_{n-1}))
\]
\[
\leq C(\bar{M})(T\|X_n - X_{n-1}\|_{L^p V} + \|X_{n-1} - X_{n-2}\|_{L^p V})
\]
\[
+ \gamma \Gamma(\Theta_{n-1}, \Theta_{n-2})
\]
\[
\leq C(\bar{M})(T + \gamma)(\|X_n - X_{n-1}\|_{L^p V} + \|X_{n-1} - X_{n-2}\|_{L^p V})
\]
where we used Lemma 2.16. Hence, for $T$ and $\gamma$ small enough, we have
\[
\|X_{n+1} - X_n\|_{L^p V} \leq \frac{1}{4}(\|X_n - X_{n-1}\|_{L^p V} + \|X_{n-1} - X_{n-2}\|_{L^p V})
\]
for $n \geq 3$.

Summation over all $n \geq 3$ on the left-hand side then yields
\[
\sum_{n=3}^{N} \|X_{n+1} - X_n\|_{L^p V} \leq \frac{1}{4} \left( \sum_{n=2}^{N-1} \|X_{n+1} - X_n\|_{L^p V} + \sum_{n=1}^{N-2} \|X_{n+1} - X_n\|_{L^p V} \right)
\]
and
\[
\frac{1}{2} \sum_{n=1}^{N} \|X_{n+1} - X_n\|_{L^p V} \leq \|X_2 - X_1\|_{L^p V} + \|X_3 - X_2\|_{L^p V}
\]
independently of $N$. Thus, $\{X_n\}_{n=1}^{\infty}$ is a Cauchy sequence which converges to a unique limit $X$. In addition, Lemma 2.16 (i)-(ii) implies that $h_n(t)$ converges to a unique limit $h(t)$ in $L^1(\mathbb{R}) \cap L^2(\mathbb{R})$ and that $h_\bar{n}(t)$ converges to a unique limit $\bar{h}(t)$ in $L^1(\mathbb{R}) \cap L^2(\mathbb{R})$.

Next we want to show that for almost every $\xi \in \mathbb{R}$ such that $\tau_1(\xi) \leq T$, we have
\[
X(\tau_1(\xi), \xi) = X(\tau_1(\xi) - 0, \xi) \quad \text{and} \quad \bar{h}(\tau_1(\xi), \xi) = (1 - \alpha)\bar{h}(\tau_1(\xi) - 0, \xi).
\]
Let $A$ be the following set
\[
A = \{ \xi \in \mathbb{R} \mid |\zeta_0(\xi)| \leq |q_0|_{L^\infty}, |U_0(\xi)| \leq |U_0|_{L^\infty}, |q_0(\xi) - 1| \leq |q_0 - 1|_{L^\infty}, \}
\]
where we used that \( \mathcal{A} \) has full measure, that is, \( \text{meas}(\mathcal{A}^c) = 0 \). Recall that
\[
\|X(\cdot, \xi)\|_{L^\infty_T} = \sup_{t \in [0, T]} \{|p(t, \xi) - \xi| + |U(t, \xi)| + |q(t, \xi)| + |w(t, \xi)| + |h(t, \xi)| + |r(t, \xi)|\}.
\]
Since both \( P(\Theta_n(t, \xi)) \) and \( Q(\Theta_n(t, \xi)) \) belong to \( H^1(\mathbb{R}) \) for all \( t \in [0, T] \), we have that
\[
\sup_{t \in [0, T]} \{|P(\Theta_n(t, \xi))| + |Q(\Theta_n(t, \xi))|\} \leq \|P(\Theta_n)\|_{L^\infty_T E} + \|Q(\Theta_n)\|_{L^\infty_T E} \leq C(\bar{M}).
\]
Moreover, following closely the proof of Lemma 2.14, we obtain that for any \( n \in \mathbb{N} \)
\[
\|X_n(\cdot, \xi)\|_{L^\infty_T} \leq \|X_n\|_{L^\infty_T} \leq C(\bar{M}),
\]
which implies that \( X_n(t, \xi) \) is continuous with respect to time. In particular, one obtains that for any \( \xi \in \mathcal{A} \),
\[
\|X_n(\cdot, \xi) - X_{n-1}(\cdot, \xi)\|_{L^\infty_T} \leq \|X_n - X_{n-1}\|_{L^\infty_T} \leq \|X_n\|_{L^\infty_T} \leq C(\bar{M}).
\]
Thus \( \|X_n(\cdot, \xi) - X_{n-1}(\cdot, \xi)\|_{L^\infty_T} \to 0 \) and \( X_n(\cdot, \xi) \) converges to the unique limit \( X(\xi) \) for almost every \( \xi \in \mathbb{R} \). Thus if we can show that
\[
\tilde{h}(\tau_1(\xi), \xi) = \tilde{h}(\tau_1(\xi) + 0, \xi) = (1 - \alpha)\tilde{h}(\tau_1(\xi) - 0, \xi),
\]
for all \( \xi \in \mathcal{A} \) that experience wave breaking within \([0, T]\), \( \Theta \) will be a solution of (2.19) in the sense of Definition 2.2. Recall that for any \( n \in \mathbb{N} \) we have that
\[
\tilde{h}_n(\tau_{1,n}(\xi), \xi) = \tilde{h}_n(\tau_{1,n}(\xi) + 0, \xi) = (1 - \alpha)\tilde{h}_n(\tau_{1,n}(\xi) - 0, \xi).
\]
Thus if we can show that \( \tau_{1,n}(\xi) \) converges to a unique limit \( \tau_1(\xi) \), the claim will follow since \( \|X_n(\cdot, \xi) - X(\cdot, \xi)\|_{L^\infty_T} \to 0 \). We assume without loss of generality that \( 0 < \tau_{1,n-1}(\xi) < \tau_{1,n}(\xi) \leq T \), since all other possible cases can be handled similarly. Moreover, we assume that \( q_0(\xi) + h_0(\xi) - l_0(\xi) = C > 0 \), since otherwise \( \tilde{h}_0(\xi) = 0 = q_0(\xi) \), and (2.118) is obviously satisfied. Then, as in the proof of Lemma 2.13 (ii), we can find a strictly positive constant \( C_T \) such that \( C_T < q(t, \xi) + h(t, \xi) - l_0(\xi) \) for all \( t \in [0, T] \). In particular, we get
\[
\tau_{1,n}(\xi) - \tau_{1,n-1}(\xi) = \int_{\tau_{1,n-1}(\xi)}^{\tau_{1,n}(\xi)} q_n(s, \xi) + \tilde{h}_n(s, \xi) \, ds \leq C_T^{-1} \int_{\tau_{1,n-1}(\xi)}^{\tau_{1,n}(\xi)} (q_n + \tilde{h}_n)(s, \xi) \, ds,
\]
where we used that \( \tilde{h}_n(t, \xi) = h(t, \xi) - l_0(\xi) \) for \( t \in [0, \tau_{1,n}(\xi)] \). We split the integral on the right-hand side into two and study them separately. For the first integral we get
\[
\int_{\tau_{1,n-1}(\xi)}^{\tau_{1,n}(\xi)} q_n(s, \xi) \, ds = \int_{\tau_{1,n-1}(\xi)}^{\tau_{1,n}(\xi)} (q_n(s, \xi) - q_n(\tau_{1,n-1}(\xi), \xi) + q_n(\tau_{1,n-1}(\xi), \xi)) \, ds
\]
\[
\leq \int_{\tau_{1,n-1}(\xi)}^{\tau_{1,n}(\xi)} g_n(\tau_{1,n-1}(\xi), \xi) \, ds
\]
\[
= \int_{\tau_{1,n-1}(\xi)}^{\tau_{1,n}(\xi)} (q_n(\tau_{1,n-1}(\xi), \xi) - q_n(\tau_{1,n-1}(\xi), \xi)) \, ds
\]
\[
\leq T \|q_n(\cdot, \xi) - q_{n-1}(\cdot, \xi)\|_{L^\infty_T}
\]
where we used that $q_n(s, \xi)$ is decreasing on the interval $[\tau_{1,n-1}(\xi), \tau_{1,n}(\xi)]$, since $q_{n,t}(s, \xi) = w_n(s, \xi) \leq 0$ for all $s \in [\tau_{1,n-1}(\xi), \tau_{1,n}(\xi)]$ and that $q_{n-1}(\tau_{1,n-1}(\xi), \xi) = 0$. As far as the second integral is concerned, we can conclude as follows

$$\int_{\tau_{1,n-1}(\xi)}^{\tau_{1,n}(\xi)} \tilde{h}_n(s, \xi) ds = 2(w_n(\tau_{1,n}(\xi), \xi) - w_n(\tau_{1,n-1}(\xi), \xi))$$

$$- 2 \int_{\tau_{1,n-1}(\xi)}^{\tau_{1,n}(\xi)} (U_{n-1}^2 - P(\Theta_{n-1})) q_n(s, \xi) ds$$

$$\leq -2 w_n(\tau_{1,n-1}(\xi), \xi) + C(\tilde{\theta}) T q_n(\tau_{1,n-1}(\xi), \xi)$$

$$\leq 2(w_n(\tau_{1,n-1}(\xi), \xi) - w_n(\tau_{1,n-1}(\xi), \xi))$$

$$+ C(\tilde{\theta}) T (q_n(\tau_{1,n-1}(\xi), \xi) - q_{n-1}(\tau_{1,n-1}(\xi), \xi))$$

$$\leq \|w_n(\cdot, \xi) - w_{n-1}(\cdot, \xi)\|_{L^\infty}$$

$$+ C(\tilde{\theta}) T \|q_n(\cdot, \xi) - q_{n-1}(\cdot, \xi)\|_{L^\infty}$$

$$\leq (1 + TC(\tilde{\theta})) \|X_n - X_{n-1}\|_{L^\infty}$$

where we used $w_n(\tau_{1,n}(\xi), \xi) = w_{n-1}(\tau_{1,n-1}(\xi), \xi) = q_{n-1}(\tau_{1,n-1}(\xi), \xi) = 0$. Thus the sequence $\tau_{1,n}(\xi)$ converges to a unique limit $\tau_1(\xi)$ for every $\xi \in A$, and, in particular, $\lim_{n \to \infty} h_n(\tau_{1,n}(\xi), \xi) = h(\tau_1(\xi), \xi)$ for all $\xi \in A$. This implies since $\tilde{h}(t, \xi) = \lim_{n \to \infty} \tilde{h}_n(t, \xi)$ for $t \neq \tau_1(\xi)$, that

$$\tilde{h}(\tau_1(\xi), \xi) = \lim_{s \uparrow \tau_1(\xi)} \tilde{h}(s, \xi)$$

$$= \lim_{s \uparrow \tau_1(\xi)} \lim_{n \to \infty} \tilde{h}_n(s, \xi)$$

$$= \lim_{s \uparrow \tau_1(\xi)} \lim_{n \to \infty} \left( h_n(s, \xi) - l_{1,n}(\xi) - l_0(\xi) \right)$$

$$= \lim_{s \uparrow \tau_1(\xi)} \lim_{n \to \infty} \left( h_n(s, \xi) - \alpha(h_n(\tau_{1,n}(\xi), \xi) - l_0(\xi)) - l_0(\xi) \right)$$

$$= \lim_{s \uparrow \tau_1(\xi)} \left( h(s, \xi) - \alpha(h(\tau_1(\xi), \xi) - l_0(\xi)) - l_0(\xi) \right)$$

$$= h(\tau_1(\xi), \xi) - \alpha(h(\tau_1(\xi), \xi) - l_0(\xi)) - l_0(\xi)$$

$$= (1 - \alpha)(h(\tau_1(\xi), \xi) - l_0(\xi))$$

and

$$\tilde{h}(\tau_1(\xi), 0, \xi) = \lim_{s \uparrow \tau_1(\xi)} \tilde{h}(s, \xi)$$

$$= \lim_{s \uparrow \tau_1(\xi)} \lim_{n \to \infty} \tilde{h}_n(s, \xi)$$

$$= \lim_{s \uparrow \tau_1(\xi)} \lim_{n \to \infty} (h_n(s, \xi) - l_0(\xi))$$

$$= \lim_{s \uparrow \tau_1(\xi)} h(s, \xi) - l_0(\xi)$$

$$= h(\tau_1(\xi), \xi) - l_0(\xi).$$

Thus

$$\tilde{h}(\tau_1(\xi), \xi) = (1 - \alpha)(h(\tau_1(\xi), \xi) - l_0(\xi)) = (1 - \alpha)\tilde{h}(\tau_1(\xi) - 0, \xi),$$
and, in particular,
\begin{equation}
\tilde{h}(t, \xi) = \begin{cases} 
  h(t, \xi) - l_0(\xi), & \text{for } t < \tau_1(\xi), \\
  h(t, \xi) - l_0(\xi) - l_1(\xi), & \text{otherwise},
\end{cases}
\end{equation}

where \( l_1(\xi) = \alpha(h(\tau_1(\xi), \xi) - l_0(\xi)) = \lim_{n \to \infty} l_{1,n}(\xi) \).

It is left to prove that \( U \) and \( y \) are differentiable and that \( U_\xi = w \) and \( y_\xi = q \).

Recall that \( Q(\Theta) \) is defined via \( 2.27 \) and choose \( \xi_1, \xi_2 \in \mathbb{R} \) such that \( \xi_1 < \xi_2 \), then we have
\begin{equation}
\int_{-\infty}^{\xi_2} e^{-|y(t, \xi_2) - y(t, \eta)|}(2U^2 q + \tilde{h})(t, \eta)d\eta - \int_{-\infty}^{\xi_1} e^{-|y(t, \xi_1) - y(t, \eta)|}(2U^2 q + \tilde{h})(t, \eta)d\eta
\end{equation}

\begin{equation}
\begin{aligned}
&= \int_{-\infty}^{\xi_1} (e^{-|y(t, \xi_2) - y(t, \eta)|} - e^{-|y(t, \xi_1) - y(t, \eta)|})(2U^2 q + \tilde{h})(t, \eta)d\eta \\
&\quad + \int_{\xi_1}^{\xi_2} e^{-|y(t, \xi_2) - y(t, \eta)|}(2U^2 q + \tilde{h})(t, \eta)d\eta \\
&\leq C(\bar{M})(|y(t, \xi_2) - y(t, \xi_1)| + \xi_2 - \xi_1).
\end{aligned}
\end{equation}

Here we used that
\begin{equation}
|e^{-|y(t, \xi_2) - y(t, \eta)|} - e^{-|y(t, \xi_1) - y(t, \eta)|}| = |\int_{-|y(t, \xi_2) - y(t, \eta)|}^{-|y(t, \xi_1) - y(t, \eta)|} e^x dx| \\
\leq ||y(\xi_2) - y(\eta, \xi)| - |y(t, \xi_2) - y(t, \eta)||| \\
\leq |y(t, \xi_1) - y(t, \xi_2)|. 
\end{equation}

Thus \( 2.127 \) implies that \( Q(\Theta) \) is differentiable almost everywhere according to Rademacher’s theorem if \( y(t, \xi) \) is Lipschitz continuous, since
\begin{equation}
Q(\Theta)(t, \xi_2) - Q(\Theta)(t, \xi_1) \leq C(\bar{M})(|y(t, \xi_2) - y(t, \xi_1)| + \xi_2 - \xi_1).
\end{equation}

Therefore observe that
\begin{equation}
y(t, \xi_2) - y(t, \xi_1) = \int_0^t (U(s, \xi_2) - U(s, \xi_1))ds + y(0, \xi_2) - y(0, \xi_1)
\end{equation}

and
\begin{equation}
U(t, \xi_2) - U(t, \xi_1) = -\int_0^t (Q(\Theta)(s, \xi_2) - Q(\Theta)(s, \xi_1))ds + U(0, \xi_2) - U(0, \xi_1),
\end{equation}

where \( U(0, \xi) \) and \( y(0, \xi) \) are Lipschitz continuous due to the assumptions on the initial data. Combining these two inequalities and \( 2.129 \) yields
\begin{equation}
|y(t, \xi_2) - y(t, \xi_1)| \leq \int_0^t |U(s, \xi_2) - U(s, \xi_1)|ds + |y(0, \xi_2) - y(0, \xi_1)|
\end{equation}

\begin{equation}
\begin{aligned}
\leq &\int_0^t \int_0^s |Q(\Theta)(r, \xi_2) - Q(\Theta)(r, \xi_1)|drds \\
&\quad + \int_0^t |U(0, \xi_2) - U(0, \xi_1)|ds + |y(0, \xi_2) - y(0, \xi_1)| \\
\leq &C(\bar{M})(\int_0^t |y(s, \xi_2) - y(s, \xi_1)|ds + \xi_2 - \xi_1).
\end{aligned}
\end{equation}
Applying Gronwall’s inequality yields

\[(2.133)\quad |y(t, \xi_2) - y(t, \xi_1)| \leq C(M)|\xi_2 - \xi_1|.
\]

Thus \(y(t, \xi)\) is Lipschitz continuous and differentiable almost everywhere. As an immediate consequence, we get from \((2.129)\) and \((2.131)\) that also \(Q\) and \(U\) are Lipschitz continuous and therefore differentiable almost everywhere.

We are now ready to show that \(w = U_\xi\) and \(q = y_\xi\). Therefore recall that \(Q(\Theta)\) is defined via \((2.27)\), and note that \(Q(\Theta)\) is differentiable since \(y\) is differentiable. A direct computation gives us that

\[(2.134)\quad Q_\xi(\Theta) = -\frac{1}{2}\dot{h} - U^2q + P(\Theta)q_\xi.
\]

In addition, as \(q(t, \xi)\) and \(w(t, \xi)\) are both continuous with respect to time, we have

\[(2.135a)\quad (q - y_\xi)_t = (w - U_\xi),
\]
\[(2.135b)\quad (w - U_\xi)_t = -P(\Theta)(q - y_\xi).
\]

In particular, this means that if \(q_0 = y_{0,\xi}\) and \(w_0 = U_{0,\xi}\), then

\[
\|q(t) - y_\xi(t)\|_E + \|(w - U_\xi)(t, \cdot)\|_E \\
\leq C(M) \int_0^t \left(\|q(t') - y_\xi(t')\|_E + \|(w - U_\xi)(t', \cdot)\|_E\right) dt',
\]

and thus using Gronwall’s inequality yields that \(y_\xi = q\) and \(U_\xi = w\).

Let us prove that \(X(t) \in \mathcal{G}\) for all \(t\). From \((2.45)\) and \((2.46)\) we get \(q(t, \xi) \geq 0, h(t, \xi) \geq 0\) and \(q\dot{h} = w^2 + r^2\) for all \(t\) and almost all \(\xi\), and therefore, since \(U_\xi = w\) and \(y_\xi = q\), conditions \((2.24d)\) and \((2.24f)\) are fulfilled and \(y\) is an increasing function. Since \(\zeta(t, \xi) = \zeta(0, \xi) + \int_0^t U(t, \xi) dt\), we obtain by the Lebesgue dominated convergence theorem that \(\lim_{t \to -\infty} \zeta(t, \xi) = 0\) because \(U \in H^1(\mathbb{R})\). Hence, since in addition \(X(t) \in B_{\bar{M}}\), the function \(X(t)\) fulfills all the conditions listed in \((2.24)\), and thus \(X(t) \in \mathcal{G}\).

Note that the set \(\mathcal{G} \cap B_M\) is closed with respect to the topology of \(\bar{V}\). We have

\[
y_{\xi,t} = U_\xi,
\]
\[
h_t = 2(U^2 - P(\Theta))U_\xi,
\]
\[
r_t = 0,
\]
for all \(\xi \in \mathbb{R}\) and \(t \in \mathbb{R}^+\). In particular, this means that \(y_\xi, h, \) and \(r\) are differentiable with respect to time in the classical sense almost everywhere.

In order to obtain global solutions, we want to apply Theorem \(2.18\) iteratively, which is possible if we can show that \(\|X\|_{\bar{V}} + \|h\|_{L^1} + \left\|\frac{1}{y_\xi + h}\right\|_{L^\infty}\) does not blow up within finite time. The corresponding estimate is contained in the following lemma.

**Lemma 2.19.** Given \(M\) and \(T_0\), then there exists a constant \(M_0\) which only depends on \(M\) and \(T_0\) such that, for any \(\Theta_0 = (y_0, U_0, y_{0,\xi}, U_{0,\xi}, \dot{h}_0, h_0, r_0) \in B_M\), the following hold for all \(t \in [0, T_0]\),

\[(2.136)\quad \|X(t)\|_{\bar{V}} + \|h(t)\|_{L^1} + \left\|\frac{1}{y_\xi + h}\right\|_{L^\infty} \leq M_0
\]
and
\[ (2.137) \quad \int_{\mathbb{R}} (U^2 y_\xi(t, \xi) + h(t, \xi)) d\xi = \int_{\mathbb{R}} (U_0^2 y_{0, \xi}(\xi) + h_0(\xi)) d\xi. \]

\textbf{Proof.} This proof follows the same lines as the one in [27]. To simplify the notation we will generically denote by \( C \) constants and by \( C(M, T_0) \) constants which in addition depend on \( M \) and \( T_0 \). Let us introduce
\[ \Sigma(t) = \int_{\mathbb{R}} (U^2 y_\xi(t, \xi) + h(t, \xi)) d\xi. \]
Since \( h \geq 0, \) we have \( \| h \|_{L^1_{\mathbb{R}}} = \int_{\mathbb{R}} h d\xi < \infty. \) After some computation, (2.19) yields that
\[ (2.138) \quad \Sigma(t) = \Sigma(0) \text{ for all } t \in \mathbb{R}_+, \]
which implies
\[ (2.139) \quad \| h(t, \cdot) \|_{L^1} \leq \Sigma(0). \]
Moreover we have
\[ U^2(t, \xi) = 2 \int_{-\infty}^\xi U U_\xi(t, \eta) d\eta \]
\[ \leq \int_{\{\eta \mid y_\xi(\eta) > 0\}} \left( U^2 y_\xi + \frac{U_\xi^2}{y_\xi} \right)(t, \eta) d\eta \]
\[ \leq \int_{\{\eta \mid y_\xi(\eta) > 0\}} (U^2 y_\xi + h)(t, \eta) d\eta \]
\[ \leq \Sigma(t) = \Sigma(0), \]
where we used that \( y_\xi(\eta) = 0 \) implies \( U_\xi(\eta) = 0, \) and therefore the integrand in the integral in the first line vanishes whenever \( y_\xi(\xi) = 0. \) Thus it suffices to integrate over \( \{\eta \in \mathbb{R} \mid y_\xi(\eta) > 0\} \cap \{\eta \leq \xi\} \) which justifies the subsequent estimate. Thus
\[ (2.141) \quad \| U(t, \cdot) \|_{L^\infty} \leq \Sigma(0). \]
Moreover, \( P \) and \( Q \) satisfy
\[ (2.142) \quad \| P(\Theta)(t, \cdot) \|_{L^\infty} \leq 2\Sigma(0) \quad \text{and} \quad \| Q(\Theta)(t, \cdot) \|_{L^\infty} \leq 2\Sigma(0). \]
From (2.19), we obtain that
\[ (2.143) \quad |\zeta(t, \xi)| \leq |\zeta(0, \xi)| + \int_0^t |U(t', \xi)| dt', \]
and hence
\[ (2.144) \quad \| \zeta(t, \cdot) \|_{L^\infty} \leq \| \zeta(0, \cdot) \|_{L^\infty} + T(1 + \Sigma(0)). \]
Applying Young’s inequality to (2.20) and (2.21) and following the proof of Lemma 2.11 we get
\[ (2.145) \quad \| P(\Theta)(t, \cdot) \|_{L^2} + \| Q(\Theta)(t, \cdot) \|_{L^2} \leq C e^{2\| \zeta(t, \cdot) \|_{L^\infty}} \Sigma(0). \]
Let
\[ \alpha(t) = \| U(t, \cdot) \|_E + \| \zeta(t, \cdot) \|_E + \| U_\xi(t, \cdot) \|_E + \| h(t, \cdot) \|_E + \| r(t, \cdot) \|_E. \]
Then
\[
(2.146) \quad \alpha(t) \leq \alpha(0) + C(M,T_0) + C(M,T_0) \int_0^t \alpha(t') dt'.
\]
Hence Gronwall’s lemma gives us \( \alpha(t) \leq C(M,T_0) \). It remains to prove that
\[
\left\| \frac{1}{y_\xi + h} \right\|_{L^\infty_t L^\infty_x} \text{can be bounded by some constant depending on } M \text{ and } T_0,
\]
but this follows immediately form (2.47). This completes the proof. \( \square \)

We can now prove global existence of solutions.

**Theorem 2.20** (Global solution). For any initial data \( \Theta_0 = (y_0, U_0, y_0\xi, U_0\xi, h_0, \tilde{h}_0, r_0) \in \mathcal{G} \), there exists a unique global solution \( \Theta = (y, U, y_\xi, U_\xi, h, r) \in C(\mathbb{R}_+, \mathcal{G}) \) of (2.19) with \( \Theta(0) = \Theta_0 \).

**Proof.** By assumption \( \Theta_0 \in \mathcal{G} \), and therefore there exists a constant \( M \) such that \( \Theta_0 \in B_M \). By Theorem 2.18 there exists a \( T > 0 \), dependent on \( M \), such that we can find a unique solution \( \Theta(t) \in \mathcal{G} \) on \( [0, T] \). Thus we can find a global solution to (2.19) if and only if \( \|X(t)\|_V + \|h(t)\|_L^1 + \left\| \frac{1}{y_\xi + h} (t) \right\|_{L^\infty_x} \) does not blow up within a finite time interval, but this follows from Lemma 2.19. \( \square \)

Observe that \( (\zeta, U_\zeta, U_\xi, \tilde{h}, h, r) \) is a fixed point of \( \mathcal{P} \), and that the results of Lemma 2.13 hold for \( \Theta = \Theta = (\zeta, U_\zeta, U_\xi, \tilde{h}, h, r) \). Since this lemma contains important information about which points will experience wave breaking in the near future, we rewrite it for the fixed point solution \( \Theta \). For this purpose, we redefine \( B_M \) and \( \kappa_{1-\gamma} \), see (2.30) and (2.43), as
\[
B_M = \{ \Theta \mid \|X\|_V + \|h\|_{L^1} + \left\| \frac{1}{y_\xi + h} \right\|_{L^\infty_x} \leq M \},
\]
where \( X = (\zeta, U_\zeta, U_\xi, h, r) \), and
\[
(2.147) \quad \kappa_{1-\gamma} = \{ \xi \in \mathbb{R} \mid \frac{\tilde{h}_0}{y_{0,\xi} + h_0} (\xi) \geq 1 - \gamma, U_{0,\xi}(\xi) \leq 0, \text{ and } r_0(\xi) = 0 \}, \quad \gamma \in [0, \frac{1}{2}].
\]
Note that every condition imposed on points \( \xi \in \kappa_{1-\gamma} \) is motivated by what is known about wave breaking. If wave breaking occurs at some time \( t_b \), then energy is concentrated on sets of measure zero in Eulerian coordinates, which correspond to the sets where \( h \) and \( U_{0,\xi} \) in Lagrangian coordinates. Furthermore, it is well-known that wave breaking in the context of the 2CH system means that the spatial derivative becomes unbounded from below and hence \( U_\xi(t,\xi) \leq 0 \) for \( t_b - \delta < t \leq t_b \) for such points, see [16, 20]. Finally, it has been shown in [15, Theorem 6.1] that wave breaking within finite time can only occur at points \( \xi \) where \( r_0(\xi) = 0 \).

Lemma 2.13 rewrites, due to (2.141) and (2.142), as follows.

**Corollary 2.21.** Let \( M_0 \) be a constant, and consider initial data \( \Theta_0 \in \mathcal{G} \cap B_{M_0} \). Denote by \( \Theta = (\zeta, U_\zeta, U_\xi, \tilde{h}, h, r) \in C(\mathbb{R}_+, \mathcal{G}) \) the global solution of (2.19) with initial data \( \Theta_0 \). Then the following statements hold:

(i) We have
\[
(2.148) \quad \left\| \frac{1}{y_\xi + h} (t, \cdot) \right\|_{L^\infty_x} \leq 2e^{C(M)T} \left\| \frac{1}{y_{0,\xi} + h_0} \right\|_{L^\infty_x},
\]
(2.149) \[ \|(y_{\xi} + h)(t, \cdot)\|_{L^\infty} \leq 2e^{C(M)T} \|y_{0, \xi} + h_0\|_{L^\infty} \]
for all \( t \in [0, T] \) and a constant \( C(M) \) which depends on \( M \).

(ii) There exists a \( \gamma \in (0, \frac{1}{2}) \) depending only on \( M \) such that if \( \xi \in \kappa_{1-\gamma} \),
then \( \Theta(t, \xi) \in \Omega_1 \) for all \( t \in [0, \min(\tau_1(\xi), T)] \), \( \frac{y_{\xi}}{y_{\xi} + h}(t, \xi) \) is a decreasing function and \( \frac{U_{\xi}}{y_{\xi} + h}(t, \xi) \) is an increasing function, both with respect to time for \( t \in [0, \min(\tau_1(\xi), T)] \). Therefore we have

(2.150) \[ \frac{U_{0, \xi}}{y_{0, \xi} + h_0}(\xi) \leq \frac{U_{\xi}}{y_{\xi} + h}(t, \xi) \leq 0 \quad \text{and} \quad 0 \leq \frac{y_{\xi}}{y_{\xi} + h}(t, \xi) \leq \frac{y_{0, \xi}}{y_{0, \xi} + h_0}(\xi), \]
for \( t \in [0, \min(\tau_1(\xi), T)] \). In addition, for \( \gamma \) sufficiently small, depending only on \( M \) and \( T \), we have

(2.151) \[ \kappa_{1-\gamma} \subset \{ \xi \in \mathbb{R} \mid 0 \leq \tau_1(\xi) < T \}. \]

(iii) Moreover, for any given \( \gamma > 0 \), there exists \( \hat{T} > 0 \) such that

(2.152) \[ \{ \xi \in \mathbb{R} \mid 0 < \tau_1(\xi) < \hat{T} \} \subset \kappa_{1-\gamma}. \]

Although we have now constructed a new class of solutions in Lagrangian coordinates, there is one more fact we want to point out. The construction of \( \alpha \)-dissipative solutions involves the sequence of breaking times \( \{\tau_j(\xi)\} \) for every point \( \xi \). At first sight it is not clear that this possibly infinite sequence does not accumulate.

**Corollary 2.22.** Denote by \( \Theta(t) = (y, U, y_{\xi}, U_{\xi}, \bar{h}, h, r)(t) \) the global solution of (2.19) with \( \Theta(0) = \Theta_0 \in G \cap B_M \) in \( C(\mathbb{R}^+, G) \). For any \( \xi \in \mathbb{R} \) the possibly infinite sequence \( \tau_j(\xi) \) cannot accumulate.

In particular, there exists a time \( \hat{T} \) depending on \( M \) such that any point \( \xi \) can experience wave breaking at most once within the time interval \([T_0, T_0 + \hat{T}]\) for any \( T_0 \geq 0 \). More precisely, given \( \xi \in \mathbb{R} \), we have

(2.153) \[ \tau_{j+1}(\xi) - \tau_j(\xi) > \hat{T} \quad \text{for all} \quad j. \]

In addition, for \( \hat{T} \) sufficiently small, we get that in this case \( U_{\xi}(t, \xi) \geq 0 \) for all \( t \in [\tau_j(\xi), \tau_{j+1}(\xi) + \hat{T}] \).

**Proof.** In the proof of Lemma 2.19, we showed

(2.154) \[ \|P(\Theta)\|_{L_\infty^\infty L^\infty} + \|Q(\Theta)\|_{L_\infty^\infty L^\infty} + \|U\|_{L_\infty^\infty L^\infty}^2 \leq 5\Sigma(0), \]
where \( L_\infty^\infty = L_{T=\infty}^\infty \). This means, in particular, that the constant \( C(M) \) in the proof of Lemma 2.15, for the global solution, can be chosen to be independent of time. Thus we can conclude from Lemma 2.15, that there exists a constant \( \hat{T} \), such that \( \tau_{j+1}(\xi) - \tau_j(\xi) > \hat{T} \) for all \( j \). \( \square \)

3. **From Eulerian to Lagrangian variables and vice versa**

Let us define in detail our variables in Eulerian coordinates. As explained in the introduction, the energy distribution can concentrate and therefore our set of Eulerian variables does not only contain the functions \( u(t) \) and \( \rho(t) \) but also a measure \( \mu(t) \), which properly describes the concentrated amount of energy at breaking times. This measure \( \mu(t) \), which describes only part of the energy in general, is treated as an independent variable, but still remains strongly connected
to $u(t)$ and $\rho(t)$ through its absolutely continuous part, see (3.1) below. In addition, in order to enable the construction of the semigroup, we add to the set of Eulerian variables the measure $\nu(t)$, which allows us, together with $\mu(t)$, to determine how much energy has been dissipated. For the solution we construct, see Section 4, the measure $\mu(t)$ is in general discontinuous in time while $\nu(t)$ remains continuous.

**Definition 3.1 (Eulerian coordinates).** The set $\mathcal{D}$ is composed of all $(u, \rho, \mu, \nu)$ such that

(i) $u \in H^1(\mathbb{R})$,

(ii) $\rho \in L^2(\mathbb{R})$,

(iii) $\mu$ is a positive finite Radon measure whose absolutely continuous part, $\mu_{ac}$, satisfies

\[
\mu_{ac} = (u_x^2 + \rho^2) \, dx,
\]

(iv) $\nu$ is a positive finite Radon measure such that $\mu \leq \nu$.

Note that $\mu \leq \nu$ implies that $\mu$ is absolutely continuous with respect to $\nu$ and therefore there exists a measurable function $f$ such that

\[
\mu = f \nu \quad \text{and} \quad 0 \leq f \leq 1.
\]

**Remark 3.2.** At first sight it might seem surprising that we need two measures to be able to construct a semigroup of solutions, but both of them play an essential role.

The measure $\mu$, on the one hand, describes the concentrated amount of energy at breaking times, and is therefore, in general, discontinuous with respect to time. Moreover, it helps to measure the total energy $E(t)$ at any time, since

\[
E(t) = \int_{\mathbb{R}} u^2(t, x) dx + \mu(t, \mathbb{R}).
\]

Thus also the energy is in general a discontinuous function, and, in particular, drops suddenly at breaking times if $\alpha \neq 0$, while it is preserved for all times in the conservative case.

The measure $\nu$, on the other hand, is continuous with respect to time, and plays a key role when identifying equivalence classes. Moreover, it enables us to determine how much energy has dissipated from the system up to a certain time, since

\[
\int_{\mathbb{R}} u^2(t, x) dx + \nu(t, \mathbb{R})
\]

is independent of time.

For conservative solutions no energy vanishes from the system, and therefore it is natural to impose that $\mu = \nu$. In the case of dissipative solutions all the energy that concentrates at isolated points where wave breaking takes place, vanishes from the system. The measure $\mu$, which corresponds to the energy, is purely absolutely continuous, while $\nu - \mu$ describes how much energy we already lost. If $\alpha \in (0, 1]$, we can initially choose the two measures to be equal, $\nu_0 = \mu_0$, but as soon as wave breaking takes place, they will differ. In particular, $\nu$ does not coincide with the measure $\mu_{cons}$ for conservative solutions.

**Definition 3.3 (Relabeling functions).** We denote by $G$ the subgroup of the group of homeomorphisms from $\mathbb{R}$ to $\mathbb{R}$ such that

\[
f - \text{Id} \quad \text{and} \quad f^{-1} - \text{Id} \quad \text{both belong to } W^{1, \infty}(\mathbb{R}),
\]
for any $\Theta \in F$, equivalence class of $\Theta \in F$ to the action of the group $G$.

**Proposition 3.7.** The map from $G \times F$ associates the solution $\Theta(\cdot) \circ f$ of the system of differential equations (2.19) at time $t$.

As indicated earlier, the two-component Camassa–Holm system is invariant with

\[(3.5b) \quad f_{\xi} - 1 \text{ belongs to } L^2(\mathbb{R}),\]

where $\text{Id}$ denotes the identity function. Given $\kappa \geq 0$, we denote by $G_\kappa$ the subset $G_\kappa$ of $G$ defined by

\[(3.6) \quad G_\kappa = \{ f \in G \mid \| f - \text{Id} \|_{W^{1,\infty}} + \| f^{-1} - \text{Id} \|_{W^{1,\infty}} \leq \kappa \}.

Note that for $\kappa = 0$, the set $G_0$ reduces to one element, the identity, that is $G_0 = \{ \text{Id} \}$.

**Definition 3.4** (Lagrangian coordinates). The subsets $F$ and $F_\kappa$ of $G$ are defined as

\[F_\kappa = \{ \Theta = (y,U,y_\xi,h,h,r) \in G \mid y + H \in G_\kappa \},\]

and

\[F = \{ \Theta = (y,U,y_\xi,h,h,r) \in G \mid y + H \in G \},\]

where $H(t,\xi)$ is defined by

\[H(t,\xi) = \int_{-\infty}^\xi h(t,\tilde{\xi})d\tilde{\xi}.\]

In addition, it should be pointed out that the condition on $y + H$ is closely linked to $\left\| \frac{1}{y_\xi + H} \right\|_{L^\infty}$ as the following lemma shows.

**Lemma 3.5** ([27, Lemma 3.2]). Let $\kappa \geq 0$. If $f$ belongs to $G_\kappa$, then $1/(1 + \kappa) \leq f_\xi \leq 1 + \kappa$ almost everywhere. Conversely, if $f$ is absolutely continuous, $f - \text{Id} \in W^{1,\infty}(\mathbb{R})$, $f$ satisfies (3.5b) and there exists $d \geq 1$ such that $1/d \leq f_\xi \leq d$ almost everywhere, then $f \in G_\kappa$ for some $\kappa$ depending only on $d$ and $\| f - \text{Id} \|_{W^{1,\infty}}$.

An immediate consequence of (2.24e) is therefore the following result.

**Lemma 3.6.** The space $G$ is preserved by the governing equations (2.19).

For the sake of simplicity, for any $\Theta = (y,U,y_\xi,h,h,r) \in F$ and any function $f \in G$, we denote $(y \circ f, U \circ f, y_\xi \circ ff_\xi, U_\xi \circ ff_\xi, h \circ ff_\xi, h \circ ff_\xi, r \circ ff_\xi)$ by $\Theta \circ f$.

**Proposition 3.7.** The map from $G \times F$ to $F$ given by $(f,\Theta) \mapsto \Theta \circ f$ defines an action of the group $G$ on $F$.

Since $G$ is acting on $F$, we can consider the quotient space $F/G$ of $F$ with respect to the action of the group $G$. The equivalence relation on $F$ is defined as follows: For any $\Theta, \Theta' \in F$, we say that $\Theta$ and $\Theta'$ are equivalent if there exists a relabeling function $f \in G$ such that $\Theta' = \Theta \circ f$. We denote by $\Pi(\Theta) = [\Theta]$ the projection of $F$ into the quotient space $F/G$, and introduce the mapping $\Lambda : F \to F_0$ given by

\[\Lambda(\Theta) = \Theta \circ (y + H)^{-1}\]

for any $\Theta = (y,U,y_\xi,h,h,r) \in F$. We have $\Lambda(\Theta) = \Theta$ when $\Theta \in F_0$. It is not hard to prove that $\Lambda$ is invariant under the $G$ action, that is, $\Lambda(\Theta \circ f) = \Lambda(\Theta)$ for any $\Theta \in F$ and $f \in G$. Hence, there corresponds to $\Lambda$ a mapping $\bar{\Lambda}$ from the quotient space $F/G$ to $F_0$ given by $\Lambda((\Theta)) = \Lambda(\Theta)$ where $[\Theta] \in F/G$ denotes the equivalence class of $\Theta \in F$. For any $\Theta \in F_0$, we have $\bar{\Lambda} \circ \Pi(\Theta) = \Lambda(\Theta) = \Theta$. Hence, $\bar{\Lambda} \circ \Pi \mid_{F_0} = \text{Id} \mid_{F_0}$.

Denote by $S : F \times [0,\infty) \to F$ the semigroup which to any initial data $\Theta_0 \in F$ associates the solution $\Theta(t)$ of the system of differential equations (2.19) at time $t$. As indicated earlier, the two-component Camassa–Holm system is invariant with
respect to relabeling. More precisely, using our terminology, we have the following result.

**Theorem 3.8.** For any $t > 0$, the mapping $S_t : \mathcal{F} \to \mathcal{F}$ is $G$-equivariant, that is,

$$S_t(\Theta \circ f) = S_t(\Theta) \circ f$$

for any $\Theta \in \mathcal{F}$ and $f \in G$. Hence, the mapping $\tilde{S}_t$ from $\mathcal{F}/G$ to $\mathcal{F}/G$ given by

$$\tilde{S}_t([\Theta]) = [S_t \Theta]$$

is well-defined and generates a semigroup.

We have the following diagram:

$$
\begin{array}{c}
\mathcal{F}_0 \xrightarrow{\Pi} \mathcal{F}/G \\
\uparrow \Lambda \\
\mathcal{F}_* \uparrow \tilde{S}_t \\
\downarrow S_t \\
\mathcal{F}_0 \xrightarrow{\Pi} \mathcal{F}/G
\end{array}
$$

Next we describe the correspondence between Eulerian coordinates (functions in $\mathcal{D}$) and Lagrangian coordinates (functions in $\mathcal{F}/G$). In order to do so, we have to take into account the fact that the set $\mathcal{D}$ allows the energy density to have a singular part and a positive amount of energy can concentrate on a set of Lebesgue measure zero.

We first define the mapping $L$ from $\mathcal{D}$ to $\mathcal{F}$ which to any initial data in $\mathcal{D}$ associates an initial data for the equivalent system in $\mathcal{F}$.

**Definition 3.9.** For any $(u, \rho, \mu, \nu)$ in $\mathcal{D}$, let

$$y(\xi) = \sup \{ y \mid \nu((-\infty, y)) + y < \xi \},$$

$$h(\xi) = 1 - y\xi(\xi),$$

$$U(\xi) = u \circ y(\xi),$$

$$r(\xi) = \rho \circ y(\xi)y\xi(\xi),$$

$$b(\xi) = f \circ y(\xi)b(\xi),$$

where $f$ is given through (3.2). Then $(y, U, y\xi, U\xi, b, h, r) \in \mathcal{F}$. We denote by $L : \mathcal{D} \to \mathcal{F}$ the mapping which to any element $(u, \rho, \mu, \nu) \in \mathcal{D}$ associates $\Theta = (y, U, y\xi, U\xi, b, h, r) \in \mathcal{F}$ given by (3.9).

**Well-posedness of Definition 3.9.** We have to prove that $(y, U, y\xi, U\xi, b, h, r) \in \mathcal{F}$. The proof follows the same lines as in [27, Theorem 3.8]. The properties (2.24a) to (2.24e) are proved in the same way and we do not reproduce the proofs here. It remains to prove (2.24f) and (2.24g). Since $f \leq 1$, see (3.2), we have that $b \leq h$ follows from (3.9e). Let us prove (2.24f). First, we show that

$$\nu = y\#(h(\xi) \, d\xi) \quad \text{and} \quad \mu = y\#(b(\xi) \, d\xi).$$

For any given $x \in \mathbb{R}$, let us define $\xi$ as

$$\xi = \sup \{ \xi \mid y(\xi) = x \}.$$
We know that $y$ is increasing and Lipschitz (we refer to [27]) so that $y$ is continuous. Hence, $y(\xi) = x$. Moreover, by (3.9a) and (3.9b), the definition of $y$ and $h$, we have for $\xi \in \mathbb{R}$, that

\begin{equation}
(3.11) \quad y(\xi) = \sup \{ y \mid \nu((\infty, y)) + y < \xi \},
\end{equation}

and

\begin{equation}
(3.12) \quad y(\xi) + \int_{-\infty}^{\xi} h(\xi) d\xi = \xi.
\end{equation}

Thus we have for any $\bar{y} > y(\xi)$

\begin{equation}
(3.13) \quad y(\xi) + \int_{-\infty}^{\xi} h(\xi) d\xi \leq \nu((\infty, \bar{y})) + \bar{y}.
\end{equation}

Letting $\bar{y}$ tend to $y(\xi) = x$, then yields

\begin{equation}
(3.14) \quad \int_{-\infty}^{\xi} h(\xi) d\xi \leq \nu((\infty, x)).
\end{equation}

For any $\varepsilon > 0$, by the definition of $\xi$, we have that $y(\xi + \varepsilon) > y(\xi)$. Hence, following the same lines as before, we get

\begin{equation}
(3.15) \quad \nu((\infty, x]) \leq \int_{-\infty}^{\xi} h(\xi) d\xi.
\end{equation}

Combining (3.14), (3.15) and the definition of $\xi$, we get

\begin{equation}
\nu((\infty, x]) = \int_{y^{-1}((\infty, x])} h(\xi) d\xi,
\end{equation}

which proves the first identity in (3.10). Let us prove the second one. For any Borel set $A$, we have

$$
\mu(A) = \int_A f \, d\nu = \int_{y^{-1}(A)} f(y(x)) h(x) \, d\xi
$$

because $\nu = y#(h(\xi) \, d\xi)$. Then, using (3.9e), we get $\mu(A) = \int_{y^{-1}(A)} \bar{h}(\xi) \, d\xi$, which concludes the proof of (3.10). We introduce the sets

$$
B = \{ x \in \mathbb{R} \mid \lim_{\delta \to 0} \frac{1}{2\delta} \mu(x - \delta, x + \delta) = (u_x^2 + \rho(x))^{\frac{1}{2}} \}
$$

and

$$
A = \{ \xi \in y^{-1}(B) \mid y(\xi) > 0 \}.
$$

From Besicovitch’s derivation theorem [1], we have $\text{meas}(B^c) = 0$. For almost every $\xi \in A$, we denote $x = y(\xi)$ and define $\xi_\delta^-$ and $\xi_\delta^+$ as

\begin{equation}
(3.16) \quad \xi_\delta^- = \sup \{ \xi \mid y(\xi) = x - \delta \} \quad \text{and} \quad \xi_\delta^+ = \inf \{ \xi \mid y(\xi) = x + \delta \},
\end{equation}

for any $\delta > 0$. The continuity of $y$ implies $y(\xi_\delta^-) = x - \delta$ and $y(\xi_\delta^+) = x + \delta$. From (3.10), we obtain

$$
\mu(x - \delta, x + \delta) = \int_{\xi_\delta^-}^{\xi_\delta^+} \bar{h}(\xi) \, d\xi,
$$
as the definition \((3.16)\) implies \(y^{-1}(x-\delta, x+\delta)) = (\xi^\delta_-, \xi^\delta_+)\). Since \(y_\xi(\xi) > 0\), we have \(\xi^\delta_- < \xi^\delta_+\), \(\lim_{\delta \to 0} \xi^\delta_+ = \lim_{\delta \to 0} \xi^\delta_- = \xi\) and

\[
\frac{1}{2\delta} \mu(x-\delta, x+\delta) = \frac{\int_{\xi^\delta_-}^{\xi^\delta_+} h(\xi) d\xi}{\xi^\delta_+ - \xi^\delta_-}.
\]

Letting \(\delta\) tend to zero, we get

\[
u^2_y(\xi) + \rho^2(\xi) = \frac{\tilde{h}(\xi)}{y(\xi)}.
\]

As \(U_\xi = u_x \circ y \circ \xi\) and \(r = \rho \circ y \circ \xi\) almost everywhere, we obtain that

\[
y_\xi \tilde{h} = U^2_\xi + r^2,
\]

for almost every \(\xi \in A\). However, as \(\text{meas}(B^c) = 0\), we can prove that \(\text{meas}(\{\xi \in \mathbb{R} \mid y_\xi(\xi) > 0\}) = \text{meas}(B^c) = 0\), see [27, Lemma 3.9], and therefore \((3.17)\) holds also for almost every \(\xi \in \mathbb{R}\) such that \(y_\xi(\xi) > 0\).

It is left to show that \((3.17)\) is also true for almost all \(\xi\) such that \(y_\xi(\xi) = 0\). Following closely the proof of [27, Theorem 3.8], one obtains that the function

\[
\tilde{x} \mapsto \int_{-\infty}^{y(\tilde{x})} (u^2 + \rho^2) dx
\]

is Lipschitz continuous with Lipschitz constant at most one. Thus we have, for all \(\xi, \tilde{\xi} \in \mathbb{R}\), using the Cauchy–Schwarz inequality,

\[
|U(\tilde{\xi}) - U(\xi)| = |\int_{y(\tilde{\xi})}^{y(\xi)} u_x dx|\]

\[
\leq \sqrt{|y(\tilde{\xi}) - y(\xi)|} \sqrt{\int_{y(\tilde{\xi})}^{y(\xi)} u^2_x dx}\]

\[
\leq \sqrt{|y(\tilde{\xi}) - y(\xi)|} \sqrt{\int_{y(\tilde{\xi})}^{y(\xi)} u^2_x + \rho^2 dx}\]

\[
\leq |\tilde{\xi} - \xi|,
\]

because \(y\) and \(\tilde{x} \mapsto \int_{-\infty}^{y(\tilde{x})} (u^2 + \rho^2) dx\) are Lipschitz with Lipschitz constant at most one. Hence, \(U\) is Lipschitz and therefore differentiable almost everywhere. Let

\[
B_2 = \{x \in B \mid \lim_{\delta \to 0} \frac{1}{\delta} \int_{x-\delta}^{x+\delta} u_x(s) ds = u_x(x)\}.
\]

From Besicovitch’s derivation theorem we have that \(\{\xi \mid y_\xi(\xi) = 0\} \subseteq B_2^c\) and \(\text{meas}(B_2^c) = 0\). Then \((3.19)\) implies

\[
\frac{|U(\tilde{\xi}) - U(\xi)|}{\tilde{\xi} - \xi} \leq \sqrt{\frac{|y(\tilde{\xi}) - y(\xi)|}{\tilde{\xi} - \xi}},
\]

due to the Lipschitz continuity with Lipschitz constant of at most one of \(y\) and \(\xi \mapsto \int_{-\infty}^{y(\xi)} (u^2 + \rho^2) dx\). Hence, for almost every \(\xi\) in \(y^{-1}(B_2^c)\), we have

\[
|U_\xi(\xi)| \leq \sqrt{y_\xi(\xi)}.
\]
A similar argument yields that
\[(3.23) \quad |r(\xi)| \leq \sqrt{y_\xi(\xi)}.
\]
Since \(\text{meas}(B_{\xi}^c) = 0\), we have by [27, Lemma 3.9], that \(y_\xi = 0\) almost everywhere on \(y^{-1}(B_{\xi}^c)\). Hence \(U_\xi = 0\) and \(r = 0\) almost everywhere on \(y^{-1}(B_{\xi}^c)\). Thus \(y_\xi \tilde{h} = U_\xi^2 + r^2\) almost everywhere on \(y^{-1}(B_{\xi}^c)\), which is \((3.17)\). This finishes the proof of \((2.24g)\).

In fact, \(L\) is a mapping from \(D\) to the set \(\mathcal{F}_0 \subset \mathcal{F}\), which contains exactly one element of each equivalence class.

On the other hand, to any element in \(\mathcal{F}\) there corresponds a unique element in \(D\) which is given by the mapping \(M\) defined below.

**Definition 3.10.** Given any element \(\Theta = (y,U,y_\xi,U_\xi,\tilde{h},h,r) \in \mathcal{F}\). Then, the measure \(y_\#(r(\xi) d\xi)\) is absolutely continuous, and we define \((u,\rho,\mu,\nu)\) as follows
\[(3.24a) \quad u(x) = U(\xi) \text{ for any } \xi \text{ such that } x = y(\xi),
\]
\[(3.24b) \quad \mu = y_\#(\tilde{h}(\xi) d\xi),
\]
\[(3.24c) \quad \nu = y_\#(h(\xi) d\xi),
\]
\[(3.24d) \quad \rho(x) dx = y_\#(r(\xi) d\xi).
\]
We have that \((u,\rho,\mu,\nu)\) belongs to \(D\). We denote by \(M : \mathcal{F} \to D\) the mapping which to any \(\Theta\) in \(\mathcal{F}\) associates the element \((u,\rho,\mu,\nu)\) in \(D\) as given by \((3.24)\). In particular, the mapping \(M\) is invariant under relabeling.

Finally, we identify the connection between the equivalence classes in Lagrangian coordinates and the set of Eulerian coordinates. The proof is similar to the one found in [27], and we do not reproduce it here.

**Theorem 3.11.** The mappings \(M\) and \(L\) are invertible. We have
\[L \circ M = \text{Id}_{\mathcal{F}/G}\] and \(M \circ L = \text{Id}_D\).

### 4. Semigroup of solutions

In the last section we defined the connection between Eulerian and Lagrangian coordinates, which is the main tool when defining weak solutions of the 2CH system. The aim of this section is to show that we obtained a semigroup of solutions. Accordingly we define \(T_t\) as
\[(4.1) \quad T_t = M \circ S_t \circ L.
\]

**Definition 4.1.** Assume that \(u : [0, \infty) \times \mathbb{R} \to \mathbb{R}\) and \(\rho : [0, \infty) \times \mathbb{R} \to \mathbb{R}\) satisfy
(i) \(u \in L^\infty([0, \infty), H^1(\mathbb{R}))\) and \(\rho \in L^\infty([0, \infty), L^2(\mathbb{R}))\),
(ii) the equations
\[(4.2) \quad \int_{[0, \infty) \times \mathbb{R}} \left[ -u(t,x) \phi_t(t,x) + (u(t,x)u_x(t,x) + P_x(t,x)) \phi(t,x) \right] dx dt = \int_{\mathbb{R}} u(0,x) \phi(0,x) dx,
\]
\[(4.3) \quad \int_{[0, \infty) \times \mathbb{R}} \left[ (P(t,x) - u^2(t,x) - \frac{1}{2} u_x^2(t,x) - \frac{1}{2} \rho^2(t,x)) \phi(t,x) \right] dx dt = \int_{\mathbb{R}} u(0,x) \phi(0,x) dx.
\]
and
\begin{align}
\int_{[0, \infty) \times \mathbb{R}} \left[ -\rho(t, x) \phi_t(t, x) - u(t, x) \rho(t, x) \phi_x(t, x) \right] dx dt = \int_{\mathbb{R}} \rho(0, x) \phi(0, x) dx,
\end{align}
hold for all \( \phi \in C_0^\infty([0, \infty) \times \mathbb{R}) \). Then we say that \((u, \rho)\) is a weak global solution of the two-component Camassa–Holm system.

**Theorem 4.2.** The mapping \( T_t \) is a semigroup of solutions of the 2CH system. Given some initial data \((u_0, \rho_0, \mu_0, \nu_0) \in \mathcal{D}, \) let \((u(t, \cdot), \rho(t, \cdot), \mu(t, \cdot), \nu(t, \cdot)) = T_t(u_0, \rho_0, \mu_0, \nu_0) \). Then \((u, \rho)\) is a weak solution to (2.1) and \((u, \rho, \mu)\) is a weak solution to
\begin{align}
(u^2 + \mu)_t + (u(u^2 + \mu))_x \leq (u^3 - 2Pu)_x.
\end{align}
The function
\begin{align}
F(t) = \int_{\mathbb{R}} d(\nu(t, x) - \mu(t, x)) - \int_{\mathbb{R}} d(\nu(0, x) - \mu(0, x)),
\end{align}
which is an increasing, semi-continuous function, equals the amount of energy that has vanished from the solution up to time \( t \).

**Proof.** This proof follows essentially the same lines as the one in [18] and of the proof of (4.5), which we present here. Let \( \phi \in C_0^\infty((0, \infty) \times \mathbb{R}) \) such that \( \phi(t, x) \geq 0 \). Since \( U(t, \xi) \) is continuous with respect to time, we have
\begin{align}
\int_{\mathbb{R}_+ \times \mathbb{R}} u^2 \phi_t(t, x) dx dt = -\int_{\mathbb{R}_+ \times \mathbb{R}} (U^2(t, \xi) U_\xi(t, \xi) - 2U(t, \xi) Q(t, \xi) y_\xi(t, \xi)) \phi(t, y(t, \xi)) d\xi dt \\
- \int_{\mathbb{R}_+ \times \mathbb{R}} U^3(t, \xi) \phi_\xi(t, y(t, \xi)) d\xi dt
\end{align}
The measure \( \mu \) in Eulerian coordinates corresponds to the function \( \tilde{h}(t, \xi) \), which is discontinuous with respect to time, in Lagrangian coordinates. Thus it is important for the following calculations to keep in mind that \( \tilde{h}(t, \xi) \) can be rewritten as
\begin{align}
h(t, \xi) = \tilde{h}(t, \xi) + \sum_{j=0}^{\infty} \chi_{(\tau_j(\xi) \leq t)}(\xi) l_j(\xi),
\end{align}
where \( h(t, \xi) \) is continuous with respect to time and corresponds to the measure \( \nu \) in Eulerian coordinates by Definition 3.10 and \( \tau_0(\xi) = 0 \). Thus
\begin{align}
\int_{\mathbb{R}_+ \times \mathbb{R}} \phi_t(t, x) d\mu(t, x) dx dt = \int_{\mathbb{R}_+ \times \mathbb{R}} \phi_t(t, y(t, \xi)) \tilde{h}(t, \xi) d\xi dt \\
= \int_{\mathbb{R}_+ \times \mathbb{R}} \left[ (\phi(t, y(t, \xi)))_t - \phi_x(t, y(t, \xi)) y_\xi(t, \xi) \right] \tilde{h}(t, \xi) d\xi dt \\
= \int_{\mathbb{R}_+ \times \mathbb{R}} (\phi(t, y(t, \xi)))_t \tilde{h}(t, \xi) d\xi dt - \int_{\mathbb{R}_+ \times \mathbb{R}} U(t, \xi) \tilde{h}(t, \xi) \phi_x(t, y(t, \xi)) d\xi dt \\
= \int_{\mathbb{R}_+ \times \mathbb{R}} (\phi(t, y(t, \xi)))_t \tilde{h}(t, \xi) d\xi dt - \int_{\mathbb{R}_+ \times \mathbb{R}} (\phi(t, y(t, \xi)))_t \sum_{j=0}^{\infty} \chi_{(\tau_j(\xi) \leq t)}(\xi) l_j(\xi) d\xi dt.
\[- \iint_{\mathbb{R}^+ \times \mathbb{R}} U(t, \xi) h(t, \xi) \phi_x(t, y(t, \xi)) d\xi dt \]

\[= - \iint_{\mathbb{R}^+ \times \mathbb{R}} 2(U^2(t, \xi) - P(t, \xi)) U_{\xi}(t, \xi) \phi(t, y(t, \xi)) d\xi dt \]

\[+ \iint_{\mathbb{R}^+ \times \mathbb{R}} U(t, \xi) h(t, \xi) \phi_x(t, y(t, \xi)) d\xi dt \]

\[+ \int_{\mathbb{R}} \sum_{j=1}^{\infty} \phi(\tau_j(\xi), y(\tau_j(\xi), \xi)) l_j(\xi) d\xi. \]

Note that the second integral in the fourth line is well defined since, by construction,
\[0 \leq \sum_{j=0}^{\infty} \chi_{\{\tau_j(\xi) \leq t\}}(\xi) l_j(\xi) \leq h(t, \xi) \]

and therefore the integrand belongs to \(L^1(\mathbb{R})\) for each fixed \(t\). In addition, \(\phi \in C^\infty_0((0, \infty) \times \mathbb{R})\) and hence this integral exists.

Similar conclusions hold for the integral with respect to \(\xi\) in the last line.

Observe that we have
\[(4.9) \quad \iint_{\mathbb{R}^+ \times \mathbb{R}} (2PU_{\xi} + 2UQy_{\xi} - 3U^2U_{\xi})(t, \xi) \phi(t, y(t, \xi)) d\xi dt \]

\[= - \iint_{\mathbb{R}^+ \times \mathbb{R}} (2PU - U^3)(t, \xi) \phi_x(t, y(t, \xi)) d\xi dt. \]

Gathering (4.7), (4.8) and applying (4.9) yields
\[
\int_{\mathbb{R}^+ \times \mathbb{R}} u^2 \phi_t(t, x) dt dx + \int_{\mathbb{R}^+ \times \mathbb{R}} \phi_t(t, x) d\mu(t, x) dt \\
= - \iint_{\mathbb{R}^+ \times \mathbb{R}} 2P(t, x) u(t, x) \phi_x(t, x) dt dx - \iint_{\mathbb{R}^+ \times \mathbb{R}} u(t, x) \phi_x(t, x) d\mu(t, x) dt \\
+ \int_{\mathbb{R}} \sum_{j=0}^{\infty} \phi(\tau_j(\xi), y(\tau_j(\xi), \xi)) l_j(\xi) d\xi. \]

The integral in the last line is finite and positive, hence we proved (4.5). \(\square\)

We have now shown that this new solution concept yields global weak solutions of the 2CH system. However, there is one more question which is of great interest. Recall that \((u, \rho)\) satisfies the same equation, namely (2.1), independently of the value \(\alpha\), yet we have carefully constructed a solution for a given \(\alpha\). One can turn this around and ask: Given a solution \((u, \rho)\), can we determine \(\alpha\)? The answer is contained in the following theorem.

**Theorem 4.3.** Let \((u, \rho, \mu, \nu)\) be a weak solution of the 2CH system. The limits from the future and the past of the measure \(\mu\) exist for all times and we denote them as follows

\[\mu^- (t) = \lim_{t' \uparrow t} \mu(t') \quad \text{and} \quad \mu^+ (t) = \lim_{t' \downarrow t} \mu(t'). \]

We have that the measure \(\mu\) is continuous backward in time, that is,

\[\mu^+ = \mu \]

for all \(t\). In the other direction, going forward in time, we have that

\[\mu = \mu^- + (1 - \alpha)\mu^-, \]

We have now shown that this new solution concept yields global weak solutions of the 2CH system. However, there is one more question which is of great interest. Recall that \((u, \rho)\) satisfies the same equation, namely (2.1), independently of the value \(\alpha\), yet we have carefully constructed a solution for a given \(\alpha\). One can turn this around and ask: Given a solution \((u, \rho)\), can we determine \(\alpha\)? The answer is contained in the following theorem.

**Theorem 4.3.** Let \((u, \rho, \mu, \nu)\) be a weak solution of the 2CH system. The limits from the future and the past of the measure \(\mu\) exist for all times and we denote them as follows

\[\mu^- (t) = \lim_{t' \uparrow t} \mu(t') \quad \text{and} \quad \mu^+ (t) = \lim_{t' \downarrow t} \mu(t'). \]

We have that the measure \(\mu\) is continuous backward in time, that is,

\[\mu^+ = \mu \]

for all \(t\). In the other direction, going forward in time, we have that

\[\mu = \mu^- + (1 - \alpha)\mu^-, \]
for all \( t \), that is,
\[
\mu_{ac} = \mu_{ac}^- \quad \text{and} \quad \mu_{s} = (1 - \alpha)\mu_{s}^-.
\]
Moreover, we have that, for almost every time \( t \),
\[
(4.11) \quad \mu^+(t) = \mu^-(t) = \mu(t) = \mu_{ac}(t).
\]

**Proof.** We prove the theorem first for \( \alpha < 1 \). Given \( t \in \mathbb{R}_+ \), we define
\[
(4.12) \quad \tilde{h}(t, \xi) = \begin{cases} \frac{1}{1 - \alpha} \tilde{h}(t, \xi), & \text{if } y_\xi(t, \xi) = 0, \\ \tilde{h}(t, \xi), & \text{otherwise.} \end{cases}
\]
We claim that, for almost every \( \xi \),
\[
(4.13) \quad \tilde{h}(t - 0, \xi) = \lim_{t' \uparrow t} \tilde{h}(t', \xi) = \tilde{h}(t, \xi) \quad \text{and} \quad \lim_{t' \downarrow t} \tilde{h}(t', \xi) = \tilde{h}(t, \xi).
\]
Indeed, if \( y_\xi(t, \xi) > 0 \) then \( \tau_n(\xi) < t < \tau_{n+1}(\xi) \) and \( \tilde{h}(t', \xi) \) is differentiable in \( t' \). It is therefore continuous and we have
\[
\lim_{t' \uparrow t} \tilde{h}(t', \xi) = \lim_{t' \downarrow t} \tilde{h}(t', \xi) = \tilde{h}(t, \xi).
\]
If \( y_\xi(t, \xi) = 0 \), there exists \( n \) such that \( t = \tau_n(\xi) \). In \([\tau_{n-1}(\xi), \tau_n(\xi)]\), the function \( t' \mapsto \tilde{h}(t', \xi) \) satisfies the ordinary differential equation (2.19f). Hence, \( \lim_{t' \uparrow t} h(t', \xi) \) exists and, by the jump conditions (2.19h), (2.19i), we have \( \lim_{t' \downarrow t} \tilde{h}(t', \xi) = \tilde{h}(t, \xi) \).

Let us now define the measure \( \mu^- \) as
\[
(4.14) \quad \mu^-(t) = y_\#(\tilde{h}(t - 0) \, d\xi).
\]
We claim that
\[
(4.15) \quad \lim_{t' \uparrow t} \mu(t') = \mu^-(t) \quad \text{and} \quad \lim_{t' \downarrow t} \mu(t') = \mu(t).
\]
Here, we use the weak star topology for the measure. For any continuous function \( \phi \in C(\mathbb{R}) \) with compact support, we have
\[
(4.16) \quad \int_{\mathbb{R}} \phi(x) \, d\mu(t', x) = \int_{\mathbb{R}} \phi(y(t', \xi)) \, \tilde{h}(t', \xi) \, d\xi.
\]
For almost every given \( \xi \), we have that \( \lim_{t' \to t} y(t', \xi) = y(t, \xi) \), and, from (4.13), we have \( \lim_{t' \uparrow t} \tilde{h}(t', \xi) = \tilde{h}(t, \xi) \). Hence, the integrand in (4.16) tends to \( \phi(y(t, \xi)) \, \tilde{h}(t, \xi) \) when \( t' \) converges to \( t \) from below. Moreover, since \( \|y(t, \cdot) - \text{Id}\|_{L^\infty} \) is bounded and \( \phi \) has compact support, we can restrict the integration domain in (4.16) to a bounded domain. Then, the first proposition in (4.15) follows from the Lebesgue dominated convergence theorem applied to (4.16) by letting \( t' \) tend to \( t \). The second proposition is proved in a similar way. Let us define
\[
(4.17) \quad B = \{ \xi \in \mathbb{R} \mid y_\xi(t, \xi) > 0 \}
\]
and \( A = y(t, B) \). Let us prove that
\[
(4.18) \quad \mu^-_{ac}(t) = \mu^-(A)(t) \quad \text{and} \quad \mu^-_{s}(t) = \mu^-(A^c)(t).
\]
Here \( \mu_{A}(t) \) denotes the restriction of \( \mu(t) \) to \( A \), that is, \( \mu_{A}(t, E) = \mu(t, E \cap A) \) for any Borel set \( E \). We have \( \text{meas}(A^c) = 0 \). Indeed, since \( y \) is surjective, \( A^c \subset y(t, B^c) \) and \( \text{meas}(y(t, B^c)) = \int_{B^c} y_\xi(t, \xi) \, d\xi = 0 \), from the definition of \( B \). Let us prove
that $\mu^-|_{A(t)}$ is absolutely continuous. We consider a set $E$ of zero measure. We have

$$
\mu^-|_{A(t,E)} = \int_{y^{-1}(t,A \cap E)} \bar{h}(t,\xi) \, d\xi
$$

We define $K_M = \{ \xi \in \mathbb{R} \mid \frac{\bar{h}(t,\xi)}{y_\xi(t,\xi)} \leq M \}$. Let us prove that $y_\xi(t,\xi) > 0$ for almost every $\xi \in y^{-1}(t,A)$. Assume the opposite, then, since $y$ is surjective, there exist $\bar{\xi} \in B^c$ and $\xi \in B$ such that $y(t,\xi) = y(t,\bar{\xi})$. Since $y$ is increasing, we have $y_\xi(t,\xi) = y_\xi(t,\bar{\xi}) = 0$, which is a contradiction to the fact that $\xi \in B$. Thus, the indicator function of the set $K_M$, which we denote $\chi_{K_M}$, converges to one, almost everywhere in $y^{-1}(t,A \cap E)$, as $M$ tends to infinity. We have

$$
\int_{y^{-1}(t,A \cap E)} \chi_{K_M}(\xi) \bar{h}(t,\xi) \, d\xi \leq M \int_{y^{-1}(t,A \cap E)} y_\xi(t,\xi) \, d\xi = M \text{meas}(A \cap E) = 0,
$$

and, by the monotone convergence theorem, it follows that $\int_{y^{-1}(t,A \cap E)} \bar{h}(t,\xi) \, d\xi = 0$. Let us now prove (4.10). We have, for any Borel set $E$,

$$
(4.19) \quad \mu(t,E) = \int_{y^{-1}(t,E)} \bar{h}(t,\xi) \, d\xi = \int_{y^{-1}(t,E) \cap B} \bar{h}(t,\xi) \, d\xi + \int_{y^{-1}(t,E) \cap B^c} \bar{h}(t,\xi) \, d\xi = \int_{y^{-1}(t,E \cap A)} \tilde{h}(t,\xi) \, d\xi + \int_{y^{-1}(t,E \cap A^c)} (1 - \alpha) \tilde{h}(t,\xi) \, d\xi,
$$

by the definition (4.12) of $\tilde{h}(t-0)$ and the fact that $y^{-1}(t,A) = B$. Then,

$$
\mu(t,E) = \int_{y^{-1}(t,E \cap A)} \tilde{h}(t,\xi) \, d\xi + (1 - \alpha) \int_{y^{-1}(t,E \cap A^c)} \tilde{h}(t,\xi) \, d\xi = \mu_{\text{ac}}(t,E) + (1 - \alpha)\mu^-_{\text{ac}}(t,E),
$$

by (4.18) and (4.14). This concludes the proof of the theorem for $\alpha < 1$. In the case where $\alpha = 1$, the definition (4.12) cannot be used. However, the limit $\lim_{t \to t'} \bar{h}(t',\xi)$ still exists, and we denote it by $\bar{h}(t,\xi)$. The rest of the proof is the same up to (4.19) which is replaced by

$$
(4.20) \quad \mu(t,E) = \int_{y^{-1}(t,E)} \bar{h}(t,\xi) \, d\xi = \int_{y^{-1}(t,E) \cap B} \bar{h}(t,\xi) \, d\xi + \int_{y^{-1}(t,E) \cap B^c} \bar{h}(t,\xi) \, d\xi = \int_{y^{-1}(t,E \cap A)} \tilde{h}(t,\xi) \, d\xi,
$$

because, in the fully dissipative case $\alpha = 1$, we have $\bar{h}(t,\xi) = 0$ when $y_\xi(t,\xi) = 0$. Then, we obtain that $\mu(t,E) = \mu^-_{\text{ac}}(t,E)$. We turn to the proof of (4.11). Let us introduce the set

$A = \{ t \in \mathbb{R}_+ \mid \text{for almost every } \xi, \text{either } y_\xi(t,\xi) > 0 \text{ or } (y_\xi(t,\xi) = 0 \text{ and } \tilde{h}(t-0,\xi) = 0) \}$. 

For $t \in \mathcal{A}$, using (4.18), we get
\[
\mu^-(t)(\mathbb{R}) = \int_{y^{-1}(y(t,B)')} \tilde{h}(t - 0, \xi) \, d\xi
\]
\[
= \int_{y^{-1}(y(t,B)') \cap B} \tilde{h}(t - 0, \xi) \, d\xi
\]
\[
\leq \int_{B' \cap B} \tilde{h}(t - 0, \xi) \, d\xi = 0.
\]
Thus, (4.11) will be proved once we have proved that $\mathcal{A}$ has full measure. For a given $\xi \in \mathbb{R}$, we know from Corollary 2.22 that the collision times do not accumulate. For $\alpha < 1$, it means that $y_\xi(t, \xi) = 0$ only at isolated times $t$. For $\alpha = 1$, assuming that a collision occurs at the point $\xi$, we have $y_\xi(t, \xi) > 0$ for $t < \tau_1(\xi)$, $y_\xi(t, \xi) = 0$ for $t \geq \tau_1(\xi)$ but $\tilde{h}(t, \xi) = 0$ for all $t \geq \tau_1(\xi)$. Hence, in both cases, we have
\[
\text{meas}\{(t \in \mathbb{R}_+ \mid y_\xi(t, \xi) = 0 \text{ and } \tilde{h}(t - 0, \xi) > 0)\} = 0.
\]
Using Fubini theorem, we get
\[
\int_{\mathbb{R}_+} \text{meas}\{(\xi \in \mathbb{R} \mid y_\xi(t, \xi) = 0 \text{ and } \tilde{h}(t - 0, \xi) > 0)\} \, dt
\]
\[
= \int_{\mathbb{R}} \text{meas}\{(t \in \mathbb{R}_+ \mid y_\xi(t, \xi) = 0 \text{ and } \tilde{h}(t - 0, \xi) > 0)\} \, d\xi = 0,
\]
so that
\[
\text{meas}\{(\xi \in \mathbb{R} \mid y_\xi(t, \xi) = 0 \text{ and } \tilde{h}(t - 0, \xi) > 0)\} = 0 \text{ for almost every time.}
\]

It follows that $\mathcal{A}$ has full measure, which concludes the proof of (4.11). \hfill \square

5. The peakon-antipeakon example

The most well-known explicit solution, and key example for the dichotomy between conservative and dissipative solutions, as well as a source for intuition in the general case, is the peakon-antipeakon solution. We here present the detailed analysis in this paper applied to this example. See, e.g., [3, 26, 28, 36].

Consider the initial data:
\[
(5.1) \quad u(0, x) = \begin{cases} 
\text{sgn}(x)A(0)e^{-|x|}, & \text{for } |x| > \gamma(0), \\
B(0) \sinh x, & \text{for } |x| \leq \gamma(0),
\end{cases}
\]
where we have introduced

\begin{equation}
\frac{5}{2} \\text{ sinh}(\frac{5}{2}(t-t_0)), \quad B(t) = E \sinh^{-1}(\frac{5}{2}(t-t_0)), \quad \gamma(t) = \ln \cosh(\frac{5}{2}(t-t_0)).
\end{equation}

Here \( t_0 > 0 \) is a given time where the wave breaking will occur. For \( t < t_0 \) the function

\begin{equation}
\quad u(t, x) = \begin{cases} 
\text{sgn}(x) A(t) e^{-|x|}, & \text{for } |x| > \gamma(t), \\
B(t) \sinh x, & \text{for } |x| \leq \gamma(t), 
\end{cases}
\end{equation}

will be the peakon-antipeakon solution of the Camassa–Holm equation (1.1) with \( \kappa = 0 \) and \( \rho \) identically zero, see [26, Thm. 4.1, Ex. 4.2 (ii)]. Define the two Radon measures by

\begin{equation}
\quad \mu(t) = \nu(t) = u_x^2(x, t) \, dx, \quad u_x(t, x) = \begin{cases} 
-A(t)e^{-|x|}, & \text{for } |x| > \gamma(t), \\
B(t) \cosh x, & \text{for } |x| \leq \gamma(t). 
\end{cases}
\end{equation}

Observe that

\begin{equation}
\int_{\mathbb{R}} (u^2(t, x) + u_x^2(t, x)) \, dx = E^2 \text{ for all } t < t_0.
\end{equation}

At \( t = t_0 \) we see that \( A(t_0) = \gamma(t_0) = 0 \), and thus \( u(t_0, x) = u_x(t_0, x) = 0 \) almost everywhere, while \( \mu(t), \nu(t) \to E^2 \delta_0 \) as \( t \uparrow t_0 \). Indeed, let \( M \subset \mathbb{R} \) be a measurable set. Then

\begin{equation}
\mu(t)(M) = \int_M u_x^2(t, x) \, dx \xrightarrow{t \uparrow t_0} \begin{cases} 
E^2, & \text{for } 0 \in M, \\
0, & \text{for } 0 \notin M,
\end{cases}
\end{equation}

since \( \gamma(t) \to 0 \) and \( u_x(t, x) \to 0 \) (\( x \neq 0 \)) as \( t \uparrow t_0 \), and

\begin{equation}
\int_{-\gamma(t)}^{\gamma(t)} u_x^2(t, x) \, dx = B^2(t) \int_{-\gamma(t)}^{\gamma(t)} \cosh^2(x) \, dx
\end{equation}

\begin{equation}
= B^2(t)(\gamma(t) + \frac{1}{2} \sinh(2\gamma(t))) \xrightarrow{t \uparrow t_0} E^2.
\end{equation}

Next we turn to the Lagrangian variables, which are solutions of the following system of ordinary differential equations (cf. (2.19)) for \( t < t_0 \),

\begin{align}
(5.8a) \quad & y_t = U, \\
(5.8b) \quad & U_t = -Q, \\
(5.8c) \quad & y_t,\xi = \bar{U}_\xi, \\
(5.8d) \quad & U_t,\xi = \frac{1}{2} h + (U^2 - P)y_\xi, \\
(5.8e) \quad & h_t = 2(U^2 - P)U_\xi, \\
(5.8f) \quad & \bar{h}_t = h_t,
\end{align}

where \( P \) and \( Q \) are given by (2.20) and (2.21), respectively. However, this system is difficult to solve directly, even in the case of a peakon-antipeakon solution. The initial data have to be judiciously chosen, and we will return to this shortly. Instead
of solving (5.8) directly, we will determine the solution by using the connection between Eulerian and Lagrangian variables directly. The key relations are

\[(5.9) \quad y_t = u \circ y, \quad U = u \circ y, \quad h = u_x^2 \circ y \circ y_\xi.\]

We have to determine the characteristics initially (here denoted by \(\bar{y}_0\)), given by (3.9a), that is, \(\bar{y}_0(\xi) = \sup \{y \mid \nu((-\infty, y)) + y < \xi\}\) (we write \(\bar{y}_0\) rather than \(y_0\) as we will modify it shortly). In this case, where the measure \(\nu\) is absolutely continuous, we find that the characteristics are given by

\[(5.10) \quad \int_{-\infty}^{\bar{y}_0(\xi)} u_x^2(0, x)dx + \bar{y}_0(\xi) = \xi,\]

which appears to be difficult to solve, even in this case. Fortunately, its derivative is straightforward:

\[(5.11) \quad \bar{y}_0'(\xi) = \frac{1}{1 + u_x^2(0, \bar{y}_0(\xi))} = \begin{cases} 
(1 + A(0)e^{-\text{sgn}(\xi)}(\gamma(0)))^{-1}, & \text{for } \xi \notin [\xi_-, \xi_+], \\
(1 + B(0) \cosh(\bar{y}_0(\xi)))^{-1}, & \text{for } \xi \in [\xi_-, \xi_+], 
\end{cases}\]

where we introduced \(\xi_\pm\), the solution of \(\bar{y}_0(\xi_\pm) = \pm \gamma(0)\). For reasons that will become clear later, we will benefit from having characteristics that satisfy \(y_0(\pm \gamma(0)) = \pm \gamma(0)\), which is not automatically satisfied by (5.10). We use the freedom given to us by relabeling to modify \(\bar{y}_0\). To that end define

\[(5.12) \quad f(z) = \int_{-\infty}^{z} u_x^2(0, x)dx + z.\]

Then \(f\) is a relabeling function in the sense of Definition 3.3. Observe that with this definition \(\xi_\pm = f(\pm \gamma(0))\) and \(f'(z) = u_x^2(0, z) + 1\). Introduce

\[(5.13) \quad y_0(z) = \bar{y}_0(f(z)),\]

which implies

\[(5.14) \quad y_0(\pm \gamma(0)) = \bar{y}_0(f(\pm \gamma(0))) = \bar{y}_0(\xi_\pm) = \pm \gamma(0).\]

Hence

\[(5.15) \quad y_0'(\xi) = \bar{y}_0' \circ f(\xi)f'(\xi) = 1.\]

Thus the relabeled initial characteristics are simply \(y_0(\xi) = \xi\). Clearly, we could have chosen this function immediately, and the above argument shows that one can always use the identity as the initial characteristics when the initial data contains no singular part. However, the above argument illustrates the possible use of relabeling.
The Lagrangian variables are then given, using (5.9) for \( t < t_0 \), by

\[
y(t, \xi) = \begin{cases} 
  \xi + \text{sgn}(\xi) \ln \left( 1 + \cosh\left(\frac{E}{\tau} (t - t_0)\right) - \cosh\left(\frac{E}{2} t_0\right) e^{-|\xi|} \right), & \text{for } |\xi| \geq \gamma(0), \\
  2 \text{artanh} \left( \frac{\tanh\frac{\xi}{2} \cosh\left(\frac{E}{2} (t - t_0)\right)}{\tanh\frac{\xi}{2} \cosh\left(\frac{E}{2} t_0\right)} \right), & \text{for } |\xi| \leq \gamma(0),
\end{cases}
\]

\[
U(t, \xi) = \begin{cases} 
  \text{sgn}(\xi) A(t) e^{-|\xi|} \\
  \times \left( 1 + \cosh\left(\frac{E}{\tau} (t - t_0)\right) - \cosh\left(\frac{E}{2} t_0\right) e^{-|\xi|} \right)^{-1}, & \text{for } |\xi| \geq \gamma(0), \\
  2B(t) \tanh\left(\frac{\xi}{2} \cosh\left(\frac{E}{2} (t - t_0)\right) \tanh\left(\frac{E}{2} t_0\right) \right) \times \left( 1 - \tanh^2\left(\frac{\xi}{2} \cosh\left(\frac{E}{2} (t - t_0)\right) \tanh\left(\frac{E}{2} t_0\right) \right) \right)^{-1}, & \text{for } |\xi| \leq \gamma(0), \\
\end{cases}
\]

\[
h(t, \xi) = \begin{cases} 
  A(t)^2 e^{-2|\xi|} \\
  \times \left( 1 + \cosh\left(\frac{E}{\tau} (t - t_0)\right) - \cosh\left(\frac{E}{2} t_0\right) e^{-|\xi|} \right)^{-3}, & \text{for } |\xi| \geq \gamma(0), \\
  B(t)^2 \left( 1 + \tanh^2\left(\frac{\xi}{2} \cosh\left(\frac{E}{2} (t - t_0)\right) \tanh\left(\frac{E}{2} t_0\right) \right) \right)^{-2} \times \left( 1 - \tanh^2\left(\frac{\xi}{2} \cosh\left(\frac{E}{2} (t - t_0)\right) \tanh\left(\frac{E}{2} t_0\right) \right) \right)^{-3}, & \text{for } |\xi| \leq \gamma(0), \\
\end{cases}
\]

\[
h(\xi) = h(t, \xi),
\]

\[
P(t, \xi) = \frac{1}{4} \int_\mathbb{R} e^{-|y(t, \xi) - y(t, \eta)|} \left( 2U^2 y_\xi + h(t, \eta) \right) dt d\eta,
\]

\[
Q(t, \xi) = -\frac{1}{4} \int_\mathbb{R} \text{sgn}(\xi - \eta) e^{-|y(t, \xi) - y(t, \eta)|} \left( 2U^2 y_\xi + h(t, \eta) \right) dt d\eta.
\]

With the choice of initial characteristics we obtain

\[
y(t, \pm \gamma(0)) = \pm \gamma(t),
\]

and hence at the peaks

\[
U(t, \pm \gamma(0)) = u(t, \pm \gamma(t)) = \pm \frac{E}{2} \tanh\left(\frac{E}{2} (t - t_0)\right).
\]

As expected

\[
\tau(\xi) = \begin{cases} 
  \infty, & \text{for } |\xi| \geq \gamma(0), \\
  t_0, & \text{for } |\xi| < \gamma(0).
\end{cases}
\]

The important quantity is the first time there is wave breaking. By construction

\[
t_0 = \inf_\xi \tau(\xi).
\]
Next we consider the limits of these variables as \( t \uparrow t_0 \):

\[
\lim_{t \uparrow t_0} y(t, \xi) = \begin{cases} 
\xi + \text{sgn}(\xi) \ln \left(1 + (1 - \cosh(\frac{E}{2}t_0))e^{-|\xi|}\right), & \text{for } |\xi| \geq \gamma(0), \\
0, & \text{for } |\xi| < \gamma(0),
\end{cases}
\]

\[
\lim_{t \uparrow t_0} U(t, \xi) = 0,
\]

\[
\lim_{t \uparrow t_0} h(t, \xi) = \begin{cases} 
0, & \text{for } |\xi| \geq \gamma(0), \\
\frac{E^2}{4} \cosh^{-2}\left(\frac{\xi}{2}\right) \tanh^{-2}\left(-\frac{E}{4}t_0\right), & \text{for } |\xi| \leq \gamma(0),
\end{cases}
\]

\[
\lim_{t \uparrow t_0} P(t, \xi) = \begin{cases} 
\frac{E^2}{4} \left(1 + (1 - \cosh(\frac{E}{2}t_0))e^{-|\xi|}\right)^{-1} e^{-|\xi|}, & \text{for } |\xi| \geq \gamma(0), \\
\frac{E^2}{4} \tanh^{-2}\left(-\frac{E}{4}t_0\right) \tanh\left(\xi\right), & \text{for } |\xi| \leq \gamma(0),
\end{cases}
\]

\[
\lim_{t \uparrow t_0} Q(t, \xi) = -\begin{cases} 
\text{sgn}(\xi) \frac{E^2}{4} \left(1 + (1 - \cosh(\frac{E}{2}t_0))e^{-|\xi|}\right)^{-1} e^{-|\xi|}, & \text{for } |\xi| \geq \gamma(0), \\
\text{sgn}(\xi) \frac{E^2}{4} \tanh^{-2}\left(-\frac{E}{4}t_0\right) \tanh\left(\xi\right), & \text{for } |\xi| \leq \gamma(0).
\end{cases}
\]

At \( t = t_0 \) we introduce the parameter \( \alpha \in [0, 1] \), and define

\[
\tilde{h}(t_0, \xi) = (1 - \alpha) \lim_{t \uparrow t_0} h(t, \xi), \quad h(t_0, \xi) = \lim_{t \uparrow t_0} h(t, \xi).
\]

This implies that in Eulerian variables

\[
u(t_0, x) = 0, \quad \mu(t_0) = (1 - \alpha)E^2 \delta_0, \quad \nu(t_0) = E^2 \delta_0,
\]

using the definitions \(\text{(3.24b)}\), namely \(\mu = y_\#(\tilde{h}(\xi) \, d\xi)\), and \(\text{(3.24c)}\), that is, \(\nu = y_\#(\tilde{h}(\xi) \, d\xi)\).

We will show that for \( t > t_0 \) the solution coincides with the peakon-antipeakon solution with the energy \( E \) replaced by

\[
\tilde{E} = \sqrt{1 - \alpha} E.
\]

For \( t > t_0 \) the Lagrangian system reads (cf. \(\text{(2.19)}\))

\[
y_t = U,
\]

\[
U_t = -Q,
\]

\[
y_{t, \xi} = U_{\xi},
\]

\[
U_{t, \xi} = \frac{1}{2} \tilde{h} + (U^2 - P) y_{\xi},
\]

\[
h_t = 2(U^2 - P) U_{\xi},
\]

\[
\tilde{h}_t = h_t,
\]

where \( P \) and \( Q \) are given by \(\text{(2.20)}\) and \(\text{(2.21)}\), respectively.

In the fully dissipative case with \( \alpha = 1 \), we get \(\tilde{h}(t_0) = 0\), but also \((U^2 - P)(t_0) = U_{\xi}(t_0) = Q(t_0) = 0\), and hence we have for \( t > t_0 \):

\[
y(t, \xi) = y(t_0, \xi), \quad U(t, \xi) = 0,
\]

\[
h(t, \xi) = h(t_0, \xi), \quad \tilde{h}(t, \xi) = 0.
\]

This implies that in Eulerian variables

\[
u(t, x) = 0, \quad \mu(t) = 0, \quad \nu(t) = E^2 \delta_0, \quad t > t_0.
\]
In the general case \( \alpha \in (0, 1) \), it is difficult, as it was for \( t < t_0 \), to solve the system (5.25) explicitly. However, we proceed as follows. Given (5.23), we use (3.9a), denoting the characteristics by \( \tilde{y}(t_0) \), to determine the new initial characteristics. We find

\[
\tilde{y}(t_0, \xi) = \begin{cases} 
\xi, & \text{for } \xi \leq 0, \\
0, & \text{for } 0 \leq \xi < \tilde{E}, \\
\xi - \tilde{E}, & \text{for } \xi \geq \tilde{E}.
\end{cases}
\]

Note that this function is related by relabeling to the characteristics we already have at \( t = t_0 \), given by (5.21), namely

\[
y(t_0, \xi) = \begin{cases} 
\xi + \text{sgn}(\xi) \ln \left( 1 + \cosh \left( \frac{E}{2} t_0 \right) e^{-|\xi|} \right), & \text{for } |\xi| \geq \gamma(0), \\
0, & \text{for } |\xi| < \gamma(0).
\end{cases}
\]

To that end define

\[
g(\xi) = y(t_0, \xi) + \tilde{H}(t_0, \xi) = y(t_0, \xi) + \int_{-\infty}^{\xi} \tilde{h}(t_0, \eta) \, d\eta
\]

\[
= \begin{cases} 
\xi - \ln \left( 1 + \left( 1 - \cosh \left( \frac{E}{2} t_0 \right) \right) e^{\xi} \right), & \text{for } \xi \leq -\gamma(0), \\
\frac{E^2}{2} \left( \tanh^{-2} \left( -\frac{E}{2} t_0 \right) \tanh \left( \frac{\xi}{2} \right) + 1 \right), & \text{for } -\gamma(0) \leq \xi < \gamma(0), \\
\xi + \tilde{E}^2 + \ln \left( 1 + \left( 1 - \cosh \left( \frac{E}{2} t_0 \right) \right) e^{-\xi} \right), & \text{for } \xi \geq \gamma(0).
\end{cases}
\]

Observe that \( g \) is a monotonically increasing relabeling function that satisfies

\[
\lim_{\xi \to -\gamma(0)} g(\xi) = 0, \quad \lim_{\xi \to \gamma(0)} g(\xi) = \tilde{E}^2,
\]

and thus

\[
y(t_0, \xi) = \tilde{y}(t_0, g(\xi)).
\]

We are now given initial data \( y(t_0) \), as well as \( U(t_0) = 0 \) and \( h(t_0) \). We claim that the solution, in Eulerian variables, is

\[
u(t, x) = \begin{cases} 
\text{sgn}(x) \tilde{A}(t) e^{-|x|}, & \text{for } |x| > \tilde{\gamma}(t), \\
\tilde{B}(t) \sinh x, & \text{for } |x| \leq \tilde{\gamma}(t),
\end{cases} \quad t > t_0,
\]

\[\text{Figure 2. The peakon-antipeakon solution at times 0 and } t > t_0 \text{ for three different values of } \alpha.\]
where
\begin{equation}
\tilde{A}(t) = \frac{\tilde{E}}{2} \sinh(\frac{\tilde{E}}{2}(t-t_0)), \quad \tilde{B}(t) = \tilde{E} \sinh^{-1}(\frac{\tilde{E}}{2}(t-t_0)), \quad \tilde{\gamma}(t) = \ln \cosh(\frac{\tilde{E}}{2}(t-t_0)).
\end{equation}

To determine the characteristics we solve the equation \(y_t = u \circ y\). We provide some details. Consider first the case \(\xi \leq -\gamma(0)\). Integrating we find
\begin{equation}
e^{-y(t,\xi)} - e^{-y(t_0,\xi)} = \cosh(\frac{\tilde{E}}{2}(t-t_0)) - 1.
\end{equation}

Inserting the expression (5.29), we find
\begin{equation}
y(t,\xi) = \xi - \ln \left(1 + \frac{\cosh(\frac{\tilde{E}}{2}(t-t_0)) - \cosh(\frac{E}{2}t_0)}{e^\xi}\right).
\end{equation}

A similar calculation determines the case \(\xi \geq \gamma(0)\). Assume now that \(-\gamma(0) \leq \xi \leq \gamma(0)\). Integrating the equation we find, for any small, positive \(\varepsilon\), that
\begin{equation}
\ln \tanh\left(\frac{1}{2}y(t,\xi)\right) - \ln \tanh\left(\frac{1}{2}y(t_0 + \varepsilon,\xi)\right) = 2 \left(\ln \tanh\left(\frac{\tilde{E}}{4}(t-t_0)\right) - \ln \tanh\left(\frac{\tilde{E}}{4}\varepsilon\right)\right),
\end{equation}

which rewrites to
\begin{equation}
y(t,\xi) = 2 \text{artanh} \left(\tanh\left(\frac{1}{2}y(t_0 + \varepsilon,\xi)\right) \frac{\tanh^2(\frac{\tilde{E}}{4}(t-t_0))}{\tanh^2(\frac{\tilde{E}}{4}\varepsilon)}\right).
\end{equation}

Taking \(\varepsilon \downarrow 0\) we find that
\begin{equation}
y(t,\xi) = 2 \text{artanh} \left(\tanh\left(\frac{\xi}{2}\right) \frac{\tanh^2(\frac{\tilde{E}}{4}(t-t_0))}{\tanh^2(\frac{-\tilde{E}}{4}t_0)}\right).
\end{equation}

Note that this limit is rather delicate. As it involves repeated use of L'Hôpital's rule, one has to invoke the equations (5.25) in order to compute the limit. We can
now determine the remaining Lagrangian quantities:

\[(5.40)\]

\[
y(t, \xi) = \begin{cases} 
\xi + \text{sgn}(\xi) \ln \left(1 + \left(\cosh\left(\frac{E}{\tau}(t - t_0)\right) - \cosh\left(\frac{E}{\tau}t_0\right)\right)e^{-|\xi|}\right), & \text{for } |\xi| \geq \gamma(0), \\
2 \arctanh \left(\frac{\tanh\left(\frac{\xi}{2}\right) \tanh^2\left(\frac{E}{\tau}(t-t_0)\right)}{\tanh^2\left(-\frac{E}{\tau}t_0\right)}\right), & \text{for } |\xi| \leq \gamma(0),
\end{cases}
\]

\[
U(t, \xi) = \begin{cases} 
\text{sgn}(\xi) \tilde{A}(t)e^{-|\xi|} & \text{for } |\xi| \geq \gamma(0), \\
(1 + \left(\cosh\left(\frac{E}{\tau}(t - t_0)\right) - \cosh\left(\frac{E}{\tau}t_0\right)\right)e^{-|\xi|})^{-1} & \text{for } |\xi| \leq \gamma(0),
\end{cases}
\]

\[
\bar{h}(t, \xi) = \begin{cases} 
\tilde{h}(t, \xi), & \text{for } |\xi| \geq \gamma(0), \\
\bar{h}(t, \xi) + \alpha \frac{E^2}{\tau} \cosh^{-2}\left(\frac{\xi}{2}\right) \tanh^{-2}\left(-\frac{E}{\tau}t_0\right) & \text{for } |\xi| < \gamma(0),
\end{cases}
\]

\[
P(t, \xi) = \frac{1}{4} \int_{\mathbb{R}} e^{-|\nu(t, \xi) - \nu(t, \eta)|} (2U^2 y_\xi + \bar{h})(t, \eta) d\eta,
\]

\[
Q(t, \xi) = -\frac{1}{4} \int_{\mathbb{R}} \text{sgn}(\xi - \eta) e^{-|\nu(t, \xi) - \nu(t, \eta)|} (2U^2 y_\xi + \bar{h})(t, \eta) d\eta.
\]

To complete the calculation of the Eulerian variables, we use the definitions \((3.24b)\) and \((3.24c)\) to determine the measures. First we find

\[(5.41)\]

\[
\mu(t) = u_\xi^2(t, x) \, dx, \quad t > t_0.
\]

To determine \(\nu(t)\) we write \(h = \bar{h} + l_1\) (see \((2.18)\)) with \(\bar{h} = u_\xi^2 \circ y_\xi\). We want to determine a function \(l\) such that \(l_1 = l \circ y_\xi\), which implies \(\nu = (\bar{h} + l)dx\). From \((5.40)\) we see that \(l_1(t, \xi) = 0\) for \(|\xi| \geq \gamma(0)\). For \(|\xi| < \gamma(0)\) we first observe from \((5.40)\) that

\[
y_\xi(t, \xi) = \left(1 - \left(\frac{\tanh\left(\frac{\xi}{2}\right) \tanh^2\left(\frac{E}{\tau}(t-t_0)\right)}{\tanh^2\left(-\frac{E}{\tau}t_0\right)}\right)^{-1} \cosh^{-2}\left(\frac{\xi}{2}\right) \tanh^2\left(\frac{E}{\tau}(t-t_0)\right) \tanh^2\left(-\frac{E}{\tau}t_0\right)\right)
\]

\[
= (1 - \tanh^2\left(\frac{y(t, \xi)}{2}\right)^{-1} \cosh^{-2}\left(\frac{\xi}{2}\right) \tanh^2\left(\frac{E}{\tau}(t-t_0)\right) \tanh^2\left(-\frac{E}{\tau}t_0\right),
\]

using

\[
\tanh\left(\frac{y(t, \xi)}{2}\right) = \frac{\tanh\left(\frac{\xi}{2}\right) \tanh^2\left(\frac{E}{\tau}(t-t_0)\right)}{\tanh^2\left(-\frac{E}{\tau}t_0\right)}.
\]
Thus for $|\xi| < \gamma(0)$

$$l(t, y(t, \xi)) = \frac{l_1(t, \xi)}{y_\xi(t, \xi)} = \frac{E^2}{4} \left( 1 - \tanh^2\left( \frac{y(t, \xi)}{2} \right) \cosh^2\left( \frac{\xi}{2} \right) \tanh^2\left( -\frac{E \xi}{4} t_0 \right) \right) \cosh^2\left( \frac{\xi}{2} \right) \tanh^2\left( \frac{E \xi}{4} (t - t_0) \right)$$

$$= \frac{E^2}{4} \left( 1 - \tanh^2\left( \frac{y(t, \xi)}{2} \right) \right) \tanh^{-2}\left( \frac{E \xi}{4} (t - t_0) \right),$$

thus we infer that

$$l(t, x) = \begin{cases} 0, & \text{for } |x| \geq \tilde{\gamma}(t), \\ \frac{E^2}{4} \left( 1 - \tanh^2\left( \frac{x}{2} \right) \right) \tanh^{-2}\left( \frac{E \xi}{4} (t - t_0) \right), & \text{for } |x| \leq \tilde{\gamma}(t). \end{cases}$$

Finally, we get the following expression

(5.42)

$$\nu(t) = \begin{cases} u_x^2(t, x) \, dx, & \text{for } |x| \geq \tilde{\gamma}(t), \\ \left( u_x^2(t, x) + \frac{E^2}{4} \tanh^{-2}\left( \frac{E \xi}{4} (t - t_0) \right) \left( 1 - \tanh^2\left( \frac{x}{2} \right) \right) \right) \, dx, & \text{for } |x| \leq \tilde{\gamma}(t), \end{cases}$$

for $t > t_0$.
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