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APPROXIMATION IN HÖLDER SPACES

CARLOS MUDARRA AND TUOMAS OIKARI

Abstract. For a modulus of continuity ω and normed spaces X,Y we introduce and study the

subspaces V̇C
0,ω

Γ (X,Y ) of vanishing scales Γ ∈ {small, large, far} of the homogeneous Hölder space

Ċ0,ω(X,Y ). For many couples X and Y , we characterize the subspaces that admit approximations
by smooth, Lipschitz and boundedly supported functions in terms of these three vanishing scales.

In the particular case X = R
n, we identify V̇C

0,ω

Γ (Rn, Y ) = VMOω
Γ(R

n, Y ) with the corresponding
vanishing mean oscillation spaces, thus transferring these approximations also to these spaces.
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1. Introduction and main results

We consider normed spaces X = (X, ‖·‖X ), Y = (Y, ‖·‖Y ) and moduli of continuity ω : (0,∞) →
(0,∞) and study the Hölder spaces Ċ0,ω(X,Y ) that consist of those functions f for which

‖f‖Ċ0,ω(X,Y ) = sup
x,y∈X
x 6=y

‖f(x)− f(y)‖Y
ω(‖x− y‖X)

<∞.

These spaces are subspaces of uniformly continuous functions, in particular. We establish various
full characterizations of approximability in the class Ċ0,ω(X,Y ) by Lipschitz and/or smooth and/or
boundedly supported test functions. This is done in terms of the three vanishing scales that we
define below, but before that let us make a few observations. It is easy to see that, if Y a Banach
space, then Ċ0,ω(X,Y ) also becomes a Banach space when equipped with the norm

|||f |||C0,ω(X,Y ) = ‖f‖Ċ0,ω(X,Y ) + ‖f(0)‖Y . (1)

By dropping the term ‖f(0)‖Y , the seminorm ‖ · ‖Ċ0,ω(X,Y ) becomes a norm when the functions

f ∈ Ċ0,ω(X,Y ) are defined modulo constant equivalence classes. Moreover, in the particular case

ω(t) = tα, α ∈ (0, 1), we recover the Hölder spaces Ċ0,α(X,Y ). Now, let us notate

oscωδ (f) = sup
x 6=y∈X

‖x−y‖X=δ

‖f(x)− f(y)‖Y
ω(‖x− y‖X)

, oscω(x,y)(f) =
‖f(x)− f(y)‖Y
ω(‖x− y‖X)

,

and then we define the three vanishing scales

V̇
0,ω
small(X,Y ) =

{

f : X → Y : lim
δ→0

oscωδ (f) = 0
}

,

(C.M.) Department of Mathematical Sciences, Norwegian University of Science and Technology,
7941 Trondheim, Norway.

(T.O.) Departament de Matemàtiques, Universitat Autònoma de Barcelona, Edifici C Facultat de
Ciències, 08193 Bellaterra (Barcelona), Catalonia

E-mail addresses: carlos.mudarra@ntnu.no, tuomas.oikari@gmail.com.
Date: February 22, 2024.

1

http://arxiv.org/abs/2401.01695v2


V̇
0,ω
large(X,Y ) =

{

f : X → Y : lim
δ→∞

oscωδ (f) = 0
}

,

V̇
0,ω
far (X,Y ) =

{

f : X → Y : lim
δ→∞

sup
min(‖x‖,‖y‖)>δ

oscω(x,y)(f) = 0
}

.

Then, we define the vanishing subspaces of Ċ0,ω(X,Y ).

Definition 1.1. For each scale Γ ∈ {small, large, far}, let

V̇C
0,ω
Γ (X,Y ) = V̇

0,ω
Γ (X,Y ) ∩ Ċ0,ω(X,Y ),

and

V̇C
0,ω

(X,Y ) = V̇C
0,ω
small(X,Y ) ∩ V̇C

0,ω
far (X,Y ) ∩ V̇C

0,ω
large(X,Y ).

Whenever no confusion is possible, we drop the source and target spaces in the norms and simplify
notation with ‖x‖X = ‖x‖ and ‖f(x)‖Y = |f(x)|; we also write Ċ0,ω(X,Y ) = Ċ0,ω(X) = Ċ0,ω.

Remark 1.2. A few remarks concerning the above definitions.

• For Γ ∈ {small, large, far}, the set V̇C
0,ω
Γ is closed with respect to the Ċ0,ω-seminorm.

In particular, (V̇C
0,ω
Γ , ‖ · ‖Ċ0,ω ) are Banach spaces of modulo constant equivalence classes,

provided the target space Y is a Banach space.

• By Lemma 2.1 at the beginning of Section 2 it follows that V̇C
0,ω
far ⊂ V̇C

0,ω
large. The converse

inclusion is not true, as shown by elementary examples. It follows a posteriori that the
natural scale Γ = large becomes artificial for some of our results, see e.g. Theorem 1.4

below. Moreover, in general V̇C
0,ω
Γ 6= V̇

0,ω
Γ and V̇

0,ω
Γ 6= V̇

0,ω
Γ′ , for Γ 6= Γ′. Interestingly then,

when we take the intersection of all the scales, we have V̇C
0,ω

= V̇
0,ω
small ∩ V̇

0,ω
far ∩ V̇

0,ω
large, and

for the last inclusion “ ⊃ ”, we need the large scale on the right-hand side. These facts are
not crucial to our results and we leave their verification to the interested reader.

Our modulus satisfies the following properties

lim
t→0

ω(t) = 0, lim
t→∞

ω(t) = ∞, (2)

lim
t→0

t

ω(t)
= 0, (3)

and there exists a doubling constant Cdb > 1 such that

ω(2t) ≤ Cdbω(t), t ∈ (0,∞). (4)

We mention explicitly whenever any of the modulus’ properties (2), (3), (4) are used. Moreover, we
always assume the modulus ω to be non-decreasing.

For the Hölder moduli α(t) := tα, the classes V̇C
0,α
small are sometimes called the little Hölder

spaces. These are fundamental in the study of Lipschitz algebras in metric spaces, and we refer to
the monograph by Weaver [23, Chapters 4 and 8] for background. See also the recent monograph by
D. Mitrea, I. Mitrea, and M. Mitrea [18, Chapter 3] for a detailed exposition of the Hölder spaces
in the setting of Ahlfors regular sets, their connection with functions of vanishing mean oscillation,
and for an introduction to the little Hölder spaces.
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1.1. Main results. During the last half a century, several fundamental results have been established
in the theory of uniform approximation of continuous functions by smooth functions. The optimal
order of smoothness arrangeable for these approximations is often determined by the regularity
of a canonical or an equivalent renorming of the spaces X and Y. For background references on
smoothness and renorming on Banach spaces, and the related approximation results, we refer to
the monographs [3] by Benyamini and Lindenstrauss; [6] by Deville, Godefroy, and Zizler; and [10]
by Hájek and Johanis. Closely related to our resuls are the articles by Azagra, Fry, and Keener [1],
Cepedello-Boiso [4], Fry [7], Hájek and Johanis [9, 10], Lasry and Lions [16], Moulis [19] and Pisier

[21]. We next clarify that uniform convergence and Ċ0,ω convergence do not follow from each other.

Remark 1.3. Endow C0,ω(X,Y ) with the norm ||| · |||C0,ω defined in (1). The next claims can be
verified either directly from the definition or by elementary one-dimensional examples.

• The convergence with respect to the norm |||·|||C0,ω implies uniform convergence on bounded
subsets of X. But, in general, this convergence is not globally uniform on X, even when the
sequence of functions involved is uniformly bounded on X.

• The converse to claim (a) is not true: uniform convergence does not imply convergence with
respect to the norm ||| · |||C0,ω , even if one only looks at bounded subsets of X for the norm
||| · |||C0,ω , and even when the sequence of functions is uniformly bounded on X.

Our main result is the recognition of the scales {small, large, far} as precisely the concept that
allows a complete description of the closure of smooth, Lipschitz and/or boundedly supported func-

tions with respect to the Ċ0,ω seminorm. In order for the reader to familiarize with the conclusions of

our theorems, we begin by stating a result (without smoothness) on approximations in V̇C
0,ω

(X,Y )

by V̇C
0,ω
small(X,Y ) functions with bounded support.

Theorem 1.4. Let X,Y be normed spaces, the modulus ω satisfy (2), (3) and (4). Then, there
holds that

V̇C
0,ω

(X,Y ) = V̇C
0,ω
small(X,Y ) ∩ Cbs(X,Y )

Ċ0,ω(X,Y )

.

Here and below, for any class of functions C(X,Y ) ⊂ Ċ0,ω(X,Y ), we denote by C(X,Y )
Ċ0,ω(X,Y )

the closure of C(X,Y ) under the Ċ0,ω(X,Y ) seminorm. Naturally, here we refer to the family of those

f ∈ Ċ0,ω(X,Y ) for which there exists a sequence {fn}n ⊂ C(X,Y ) so that limn ‖fn−f‖Ċ0,ω(X,Y ) = 0.

The subscripted set Cbs(X,Y ) consists of those boundedly supported h : X → Y in the class C.
In Theorem 1.4 the class Cbs(X,Y ) denotes the space of continuous functions f : X → Y with

bounded support, in particular. Naturally, the functions in V̇C
0,ω
small(X,Y ) are continuous, and the

intersection with Cbs(X,Y ) indicates that the approximations have bounded support.
While Theorem 1.4 does not provide any smoothness in the approximations, it turns out to be

a crucial step for the rest of our approximation theorems. For instance, letting X = R
n and Y

be a Banach space, we combine Theorem 1.4 with elementary mollification arguments to obtain
C∞
bs (R

n, Y ) approximations in Theorem 1.8 below and both theorems will be proved in Section 2.
Furthermore, our results are not confined to functions with a finite-dimensional source X, and

letting X be a normed space and Y = R, we prove smooth and Lipschitz approximation for the

classes V̇C
0,ω
small(X,R) and V̇C

0,ω
(X,R). (The corresponding approximations for Cn-valued functions,

in place of R-valued, follow on each occassion after splitting them into their n-coordinates and then
each to their real and imaginary parts.) In particular, with X being a separable normed space, we
have the following general result.

Theorem 1.5. Let k ∈ N ∪ {∞} and X be a separable normed space admitting a Ck and Lipschitz
bump function. Then, for a modulus ω satisfying (2), (3) and (4), the following hold:
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(i) Ck(X) ∩ Lip(X) ∩ Ċ0,ω(X)
Ċ0,ω(X)

= V̇C
0,ω
small(X),

(ii) Ck
bs(X) ∩ Lip(X)

Ċ0,ω(X)
= V̇C

0,ω
(X).

Notice that, together with the Ck order of smoothness, Theorem 1.5 guarantees Lipschitz ap-
proximations. Any separable normed space X with an equivalent norm of class Ck satisfies the
assumption of Theorem 1.5, see Remark 3.6. In the particular case where X is a separable Hilbert
space, one can arrange C∞ smooth approximations, thus obtaining an infinite dimensional version
of Theorem 1.8, see Corollary 3.7. We will restate Theorem 1.5 and prove it in Subsection 3.1.

Another class of spaces X on which we obtain smooth approximations are super-reflexive Banach
spaces. A theorem of Pisier [21] says that any super-reflexive space admits a renorming with modulus
of smoothness of power type 1 + α, for some α ∈ (0, 1]. See the property (33) below for the precise
formulation. This class of spaces includes the Hilbert (separable or not) spaces, together with many
of the classical Banach function spaces, such as the Lp spaces, with 1 < p < ∞; see Remark 3.11.
The following theorem establishes C1,α and Lipschitz approximations for functions of the classes

V̇C
0,ω
small(X) and V̇C

0,ω
small(X).

Theorem 1.6. Let X be a super-reflexive space, and α ∈ (0, 1] such that X admits a renorming
with modulus of smoothness of power type 1+α. Then, for a modulus ω satisfying (2), (3) and (4),
the following hold:

(i) C1,α(X) ∩ Lip(X) ∩ Ċ0,ω(X)
Ċ0,ω(X)

= V̇C
0,ω
small(X),

(ii) C1,α
bs (X)

Ċ0,ω(X)
= V̇C

0,ω
(X).

In Remark 3.11, we will see that in Hilbert spaces and in Lp spaces, with p ≥ 2, Theorem 1.6
yields C1,1 approximations, i.e., C1 functions with Lipschitz first derivatives.

Finally, for mappings f : X → Y, where Y is an arbitrary Banach space, in Subsection 3.3 we
obtain C∞ smooth approximations in the case where X is a space of the form X = c0(A).

Theorem 1.7. For an arbitrary set of indices A, let X = c0(A), and let Y be a Banach space.
Then, for any modulus ω satisfying (2), (3) and (4), the following hold:

(i) C∞(X,Y ) ∩ V̇C
0,ω
small(X,Y )

Ċ0,ω(X,Y )

= V̇C
0,ω
small(X,Y ),

(ii) C∞
bs (X,Y ) ∩ V̇C

0,ω
(X,Y )

Ċ0,ω(X,Y )

= V̇C
0,ω

(X,Y ).

This theorem will be restated and proved in Subsection 3.3, see Theorem 3.12. There, we will
also show that the approximations can be taken to be Lipschitz in the case Y = R.

1.2. Applications on X = R
n. We provide a brief discussion of how our results relate to com-

pactness of commutators of singular integral operators (SIOs). Compact operators are in particular
bounded, and for many non-degenerate bounded SIOs T and p, q ∈ (1,∞) there holds that

‖[b, T ]‖Lp(Rn)→Lq(Rn) h ‖b‖Xp,q(Rn), Xp,q(Rn) =











Ċ0,α(p,q)(Rn), q > p,

BMO(Rn) q = p,

L̇r(p,q)(Rn), q < p,

(5)

where [b, T ]f = bTf − T (bf) is the commutator and b : R
n → C is called the symbol of the

commutator. The appearing exponents are defined through α(p, q) = n(1/p − 1/q) and 1/q =

1/r(p, q)+1/p, and Ċ0,α(p,q)(Rn) is the inhomogeneous Hölder space, BMO(Rn) stands for the space

of bounded mean oscillations and L̇r(p,q)(Rn) is Lr(p,q)(Rn) modulo additive constants. Emphasizing
the recognition of the correct conditions on the symbol, the bound (5) is attributable to Coifman,
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Rochberg and Weiss [5], when q = p; to Janson [14], when q > p; and to Hytönen [12], when q < p,
to where we also refer for a history leading to (5).

If α(p, q) > 1, when q > p, then Ċ0,α(p,q)(Rn) consists of the constant functions and the commuta-
tor is bounded iff it is the zero operator iff the symbol is constant. Therefore, regarding compactness,
only the range α(p, q) ≤ 1 is interesting to study. When α(p, q) = 1, Guo et al. [8, Theorem 1.6.]
showed that the commutator is compact iff it is the zero operator, again. Now, with p, q ∈ (1,∞),
and such that if q > p, then α(p, q) < 1, for a wide class of non-degenerate SIOs there holds that

[b, T ] ∈ K (Lp(Rn), Lq(Rn)) ⇐⇒ b ∈ Y p,q(Rn) := C∞
c (Rn)

Xp,q(Rn)
. (6)

Emphasizing the recognition of the correct conditions on the symbol, (6) is due to Uchiyama [22],
when p = q; due to Guo, He, Wu and Yang [8], when q > p; and due to Hytönen, Li, Tao and Yang
[13], when q < p. We remark that it was noted recently [20] that in (6) the sufficiencies of Y p,q(Rn)
for commutator compactness in all three cases “q < p”, “q = p” and “q > p” all follow easily
from each other by classical interpolation of compactness methods. To obtain also the necessity
directions on the line (6), it is important to have descriptions of Y p,q(Rn), in the cases q ≥ p, in
terms of vanishing mean oscillation criteria. These criteria follow immediately from the existence of
approximations, but to establish approximations from vanishing mean oscillation criteria takes more
work. The existence of nice approximations beginning from vanishing type criteria is exactly the
topic of the present article, remarkably. A particular corollary of our Theorem 1.4 is the following
theorem.

Theorem 1.8. Let Y be a Banach space and the modulus ω satisfy (2), (3) and (4). Then, there
holds that

V̇C
0,ω

(Rn, Y ) = C∞
c (Rn, Y )

Ċ0,ω(Rn,Y )
.

To connect our pointwise conditions with vanishing mean oscillation type conditions and to es-
tablish the two descriptions of these spaces (one through approximations and one through vanishing
mean oscillations) we next set some definitions. For simplicity, we let X = R

n be the Euclidean
space, but Y is still allowed to be an arbitrary Banach space.

Definition 1.9. Let ω be a modulus and Y a Banach space. Then, BMOω(Rn, Y ) consists of those
f ∈ L1

loc(R
n, Y ) locally Bochner integrable functions for which

‖f‖BMOω(Rn) = sup
Q∈Q

Oω(f ;Q) <∞, Oω(f ;Q) :=
1

ω(ℓ(Q))

 

Q
|f − 〈f〉Q|Y .

Definition 1.10. Let ω be a modulus and Y a Banach space and define the vanishing scales

VMOω
small(R

n, Y ) :=
{

f ∈ BMOω(Rn, Y ) : lim
δ→0

sup
Q∈Q,
ℓ(Q)=δ

Oω(f ;Q) = 0
}

,

VMOω
large(R

n, Y ) :=
{

f ∈ BMOω(Rn, Y ) : lim
δ→∞

sup
Q∈Q,
ℓ(Q)=δ

Oω(f ;Q) = 0
}

,

VMOω
far(R

n, Y ) :=
{

f ∈ BMOω(Rn, Y ) : lim
δ→∞

sup
Q∈Q,

d(Q,0)>δ

Oω(f ;Q) = 0
}

,

VMOω(Rn, Y ) := VMOω
small(R

n, Y ) ∩VMOω
far(R

n, Y ) ∩VMOω
large(R

n, Y ).
5



One of the most interesting results in Guo et al. [8, Theorem 1.7.] states that VMOα(Rn) =

C∞
c (Rn)

BMOα(Rn)
, for α ∈ (0, 1); this is exactly the equivalence between approximations and van-

ishing mean oscillations mentioned above. (We also note that CMOα = VMOα for Guo et al.)

Importantly for α = 0, the approximation VMO(Rn) = C∞
c (Rn)

BMO(Rn)
was already present in the

work of Uchiyama [22]. Uchiyama’s construction does not easily translate to the case α ∈ (0, 1),
and Guo et al. [8] provided a non-trivial new approximation that depends on the existence of a
dyadic grid on the underlying space R

n (as does Uchiyama’s original approximation) and a careful
construction using this grid. One fact of our result 1.8, and in particular of its proof, is that it
provides a conceptually easier approximation using only basic mollification and a (somewhat) basic
truncation of the support.

Finally, to make the connection with the mean oscillations of [8, Theorem 1.7] and the pointwise
conditions of Theorem 1.8 we assume the following summability condition

[ω]∗ := sup
s>0

1

ω(s)

ˆ s

0
ω(t)

dt

t
<∞. (7)

Theorem 1.11. Let Y be a Banach space and the modulus ω satisfy ω(∞) = ∞, (4) and (7).
Then, there holds that

‖ · ‖Ċ0,ω(Rn,Y )

‖ · ‖BMOω(Rn,Y )
+

‖ · ‖BMOω(Rn,Y )

‖ · ‖Ċ0,ω(Rn,Y )

.n,Cdb
[ω]∗. (8)

Moreover, for each Γ ∈ {small, far, large}, there holds that

V̇C
0,ω
Γ (Rn, Y ) = VMOω

Γ(R
n, Y ), V̇C

0,ω
(Rn, Y ) = VMOω(Rn, Y ). (9)

The proof-idea of Theorem 1.11 of linking a pointwise difference with a telescoping sum of differ-
ences of averages traces back to Meyers [17], who proved a version of (8) with the modulus tα, for
α > 0. It seems to us that the condition (7) is new, but it is natural summability condition, after
all. To our best knowledge, the identification (9) is new. Combining Theorems 1.8 and 1.11, we
obtain the following.

Theorem 1.12. Let Y be a Banach space and the modulus ω satisfy (2), (3), (4) and (7). Then,
there holds that

VMOω(Rn, Y ) = C∞
c (Rn, Y )

BMOω(Rn,Y )
.

2. Bounded support approximation

In this section we prove Theorem 1.4 and then show how to easily obtain from this Theorem
1.8. At the end of this section, we also prove Theorem 1.11. Recall that we simplify notation by
denoting ‖x‖X = ‖x‖ and ‖f(x)‖Y = |f(x)|. We begin with two simple lemmas.

Lemma 2.1. Let X,Y be arbitrary normed spaces. Let ω satisfy (2) and (4). Then, we have

V̇C
0,ω
far (X,Y ) =

{

f ∈ Ċ0,ω(X,Y ) : lim
δ→∞

sup
max(‖x‖,‖y‖)>δ

oscω(x,y)(f) = 0
}

.

Proof. Only the inclusion ⊂ is not immediate; let f ∈ V̇C
0,ω
far (X,Y ) and ε > 0. Let M = M(ε)

be such that if y, z ∈ X and ‖y‖, ‖z‖ ≥ M, then |f(y) − f(z)| ≤ εω(‖y − z‖). Now we consider
arbitrary x, y ∈ X, and assume ‖y‖ > R, for certain R≫M to be specified later. If ‖x‖ > M, then
we are done by how we fixed M above. So suppose that x ∈ B(0,M). Take a point z ∈ [x, y] with

6



‖z‖ =M. By ‖x‖, ‖z‖ ≤M and ‖y‖, ‖z‖ ≥M,

|f(x)− f(y)|
ω(‖x− y‖) ≤ |f(x)− f(z)|

ω(‖x− y‖) +
|f(z)− f(y)|
ω(‖z − y‖) · ω(‖z − y‖)

ω(‖x− y‖)

≤
‖f‖Ċ0,ω(X)ω(‖x− z‖)

ω(‖x− y‖) + ε ≤
‖f‖Ċ0,ω(X)ω(2M)

ω(‖x− y‖) + ε.

(10)

To control the above term, note that if ‖y‖ > R ≫ M, then we have ‖x − y‖ ≥ R/2 because
‖x‖ ≤ M. Also, by condition limt→∞ ω(t) = ∞, we find R = R(M,ε) so that ω(2M) ≤ εω(R).
Therefore, since ‖y‖ ≥ R, using the doubling condition (4) we conclude

RHS (10) ≤
‖f‖Ċ0,ω(X)ω(2M)

ω(R/2)
+ ε ≤

‖f‖Ċ0,ω(X)ω(2M)

C−1
db ω(R)

+ ε ≤ (1 + Cdb‖f‖Ċ0,ω(X))ε.

�

Lemma 2.2. Let X,Y be arbitrary normed spaces. Let ω be non-decreasing and satisfy (4). Let
τ : X → X be Lipschitz. Then,

V̇C
0,ω
small(X,Y ) ◦ τ ⊂ V̇C

0,ω
small(X,Y ).

Proof. Let ε > 0 and we need to show that if r is taken sufficiently small, then

‖f ◦ τ‖Ċ0,ω
r (X,Y ) := sup

x 6=y∈X
‖x−y‖<r

|(f ◦ τ)(x)− (f ◦ τ)(y)|
ω(‖x− y‖) ≤ ε. (11)

Let us denote ε(r) := ‖f‖Ċ0,ω
r

so that ε(r) → 0 as r → 0. Let ‖x − y‖ < r and by ω being

non-decreasing and doubling we bound

|(f ◦ τ)(x)− (f ◦ τ)(y)|
ω(‖x− y‖) =

|f(τ(x))− f(τ(y))|
ω(‖τ(x) − τ(y)‖)

ω(‖τ(x) − τ(y)‖)
ω(‖x− y‖)

≤ ε(Lip(τ)r) · C(Cdb,Lip(τ)),

and the right-hand side tends to zero as r does. �

Proof of Theorem 1.4. First, note that if f ∈ V̇C
0,ω
small(X,Y ) and has bounded support, then, by

property (3) of ω, f belongs to V̇C
0,ω

(X,Y ). Since V̇C
0,ω

(X,Y ) is closed under limits with respect

to the seminorm Ċ0,ω, the inclusion V̇C
0,ω
small(X,Y ) ∩ Cbs(X,Y ) ⊂ V̇C

0,ω
(X,Y ) holds true.

To prove the reverse (much more complicated) inclusion, let f ∈ V̇C
0,ω

and ε > 0. By Lemma
2.1 we find two parameters 0 < r ≪ R such that

sup
x 6=y∈X
‖x−y‖≤r

|f(x)− f(y)|
ω(‖x− y‖) ≤ ε, (12)

and

sup
x∈B(0,R)c

sup
y∈X

|f(x)− f(y)|
ω(‖x− y‖) ≤ ε. (13)

We consider an auxiliary parameter M ≫ R and the following function

τ = τM : X → B(0,M), τ(x) =















x, ‖x‖ < M,
(

2M−‖x‖
M

)2
x, M ≤ ‖x‖ < 2M,

0, ‖x‖ ≥ 2M.

(14)
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We next show that if r is small enough and R,M are large enough then

f ◦ τ ∈ V̇C
0,ω
small, ‖f − f ◦ τ‖Ċ0,ω . ε. (15)

Notice that f ◦ τ − f(0) is zero outside B(0, 2M), and hence f ◦ τ has bounded support. (Recall

that Ċ0,ω is defined modulo constant equivalence classes.) To actually verify the claims of (15) we
begin checking some properties of the function τ.

First, we verify

‖τ(x) − τ(z)‖ ≤ 5‖x− z‖ for all x, z ∈ X, (16)

and in particular by doing so, Lemma 2.2 implies the left claim on the line (15). Indeed, for points
x, z ∈ B(0, 2M) \B(0,M), the definition of τ and the triangle inequality give

‖τ(x)− τ(z)‖ ≤
∣

∣

∣

(

2− ‖x‖
M

)2

−
(

2− ‖z‖
M

)2 ∣
∣

∣
‖z‖+

(

2− ‖x‖
M

)2

‖x− z‖

≤
(

2− ‖x‖
M

+ 2− ‖z‖
M

) ‖x− z‖
M

‖z‖+
(

2− ‖x‖
M

)2

‖x− z‖

≤
(

4− 2M

M

) ‖x− z‖
M

(2M) +

(

2− M

M

)2

‖x− z‖ = 5‖x− z‖,

(17)

where in the second bound we used the basic identity a2 − b2 = (a − b)(a + b). As τ is obviously
1-Lipschitz in the sets B(0,M) and B(0, 2M)c, and τ is continuous in X, we deduce (16) for all
x, z ∈ X.

Then we show the following contraction property:
{

x ∈ B(0,M)c, τ(x), τ(z) ∈ B(0, R)
}

=⇒ ‖τ(x) − τ(z)‖ . Rθ(M)‖x− z‖, (18)

where θ : (0,∞) → (0,∞) is a function satisfying limM→∞ θ(M) = 0, whose definition will be
specified while we next check the truth of the implication1. If ‖x− z‖ > M/2, then we have

‖τ(x) − τ(z)‖ ≤ 2R < 2R
‖x− z‖
M/2

= 4R θ1(M)‖x− z‖, θ1(M) :=
1

M
.

So next assume that z ∈ B(x,M/2). Since R ≪ M and τ(z) ∈ B(0, R), by the definition of τ we
must have necessarily ‖z‖ > M. Thus, it remains to show that

{

x, z ∈ B(0,M)c, τ(x), τ(z) ∈ B(0, R)
}

=⇒ ‖τ(x)− τ(z)‖ . Rθ(M)‖x− z‖, (19)

which is symmetric with respect to both variables x, z. Notice that if x, z ∈ B(0, 2M)c, then the
left-hand side of the claimed estimate is zero. Assume that x, z ∈ B(0, 2M) \B(0,M) and we make
the following observation. By τ(x) ∈ B(0, R) and x ∈ B(0,M)c, there holds that

∥

∥

∥

(

2M − ‖x‖
M

)2

x
∥

∥

∥
≤ R =⇒

∣

∣

∣

2M − ‖x‖
M

∣

∣

∣
≤
√

R

‖x‖ ≤
√

R

M
=

√
Rθ2(M), θ2(M) :=

1√
M
,

and the same bound is valid for the variable z. Thus, by (17) we obtain

‖τ(x)− τ(z)‖ ≤
(

2− ‖x‖
M

+ 2− ‖z‖
M

) ‖x− z‖
M

‖z‖+
(

2− ‖x‖
M

)2

‖x− z‖

≤
(

4

√

R

M
+
R

M

)

‖x− z‖ ≤ 5Rθ2(M)‖x − z‖.

1We remark that (18) would not be true, if we replaced the power 2 in the definition (14) of τ by the power 1.
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As the last case, suppose that z ∈ B(0, 2M)c. This case follows by the continuity of τ and the
previous case. Indeed, taking a point y ∈ [x, z] with ‖y‖ = 2M, by the previous case applied for x
and y, and bearing in mind that τ(z) = τ(y) = 0, we deduce

‖τ(x)− τ(z)‖ = ‖τ(x)− τ(y)‖ ≤ 5R θ2(M)‖x− y‖ ≤ 5R θ2(M)‖x− z‖.

All in all, we have now shown that (18) is valid with the function θ : (0,∞) → (0,∞) given by

θ(M) :=
1√
M

≥ 1

2
(θ1(M) + θ2(M)). (20)

Now, let us denote g := f ◦ τ ∈ V̇C
0,ω
small and let r′ > 0 be such that

‖g‖
Ċ0,ω

r′
:= sup

x 6=y∈X
‖x−y‖<r′

|g(x)− g(y)|
ω(‖x− y‖) ≤ ε. (21)

By (12), the fact that Lip(τ) ≤ 5 (see (16)), and the proof of Lemma 2.2, this new r′ > 0 can be
taken to be an absolute multiple of the r in (12). Therefore, we may and do assume that both (12)
and (21) hold for the same r = r(ε), which is of course independent of R and M.

Next we show that

sup
x∈B(0,M)c

sup
z∈X

|g(x)− g(z)|
ω(‖x− z‖) . ε, (22)

provided M is large enough. By (21), it is enough to estimate (22) only at those couples x, z with
‖x − z‖ ≥ r. Fix a point x ∈ B(0,M)c and we distinguish into cases. If τ(x) ∈ B(0, R)c, then by
(13) and ω being non-decreasing and doubling we obtain

|g(x)− g(z)| = |f(τ(x))− f(τ(z))|

≤
(

sup
u∈B(0,R)c

sup
v∈X

|f(u)− f(v)|
ω(‖u− v‖)

)

ω(‖τ(x) − τ(z)‖) .Cdb
εω(‖x− z‖).

(23)

The case τ(z) ∈ B(0, R)c is symmetrical.
Now consider τ(x), τ(z) ∈ B(0, R) and we split into subcases. But first observe that for those

x, z with ‖x− z‖ ≥M1/4, using that f ∈ Ċ0,ω we can write

|g(x)− g(z)| = |f(τ(x))− f(τ(z))| ≤ ‖f‖Ċ0,ωω(|τ(x)− τ(z)|) ≤ ‖f‖Ċ0,ωω(2R).

Provided that M = M(ε,R) is large enough, the condition ω(∞) = ∞ says that the last term can

be made smaller than εω(M1/4) ≤ εω(‖x − z‖), and thus (22) holds for these x and z. Therefore,

during the rest of the verification of (22) we can assume that ‖x− z‖ ≤M1/4, whenever needed.
Notice also that in the case x, z ∈ X\B(0, 2M) there is nothing to prove, as then g(x) = g(z) = 0.
Thus, we can assume that both x, z ∈ B(0, 10M). In this case we bound

|g(x)− g(z)| = |f(τ(x))− f(τ(z))|
. ‖f‖Ċ0,ω(B(0,2R))ω(‖τ(x)− τ(z)‖) . ω(‖τ(x) − τ(z)‖). (24)

Let θx,z(M) be defined by the identity

‖τ(x)− τ(z)‖ =: θx,z(M)‖x− z‖, θx,z(M) . R/
√
M,

where the bound follows by (18) and (20). By the condition limt→0 ω(t) = 0, we choose M =
M(ε, r,R) sufficiently large so that ω(RM−1/4) ≤ εω(r). Since we are assuming r ≤ ‖x−z‖ ≤M1/4,
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we obtain

RHS (24) = ω(θx,z(M)‖x− z‖) .Cdb
ω

(

R√
M

‖x− z‖
)

≤ ω

(

R√
M
M1/4

)

≤ εω(r) ≤ εω(‖x− z‖).
(25)

Chaining the estimates (24) and (25), we have shown (22) for x, z as in the present case.
Finally we consider the case τ(x), τ(z) ∈ B(0, R), and x ∈ B(0, 2M) \ B(0,M) and z ∈ X \

B(0, 10M). We pick an auxiliary point y such that |y| = 2M. Using τ(z) = τ(y) = 0, the bound
(25) (valid by x, y ∈ B(0, 10M)) and that ω is non-decreasing we obtain

|g(x) − g(z)| = |g(x) − g(y)| ≤ ‖f‖Ċ0,ω(X)ω(‖τ(x) − τ(y)‖) . εω(‖x− y‖) ≤ εω(‖x− z‖),

which is a bound of the correct form. The case τ(x), τ(z) ∈ B(0, R) and z ∈ B(0, 2M) and
x ∈ X \B(0, 10M) is symmetrical to the last one.

We now fix the parameters M ≫ R≫ r so that both (21) and (22) hold. Then, we show the right
claim on the line (15). If x, z ∈ B(0,M) there is nothing to prove, since τ(x) = x and τ(z) = z.
Finally, we check that

sup
x∈B(0,M)c

sup
z∈Rn

|(f − g)(x) − (f − g)(z)|
ω(‖x− z‖)

≤ sup
x∈B(0,M)c

sup
z∈X

|f(x)− f(z)|
ω(‖x− z‖) + sup

x∈B(0,M)c
sup
z∈X

|g(x) − g(z)|
ω(‖x− z‖) . ε,

and hence have now shown both claims on the line (15). �

We next show how to easily upgrade the above bounded support approximation into a compact
and smooth approximation on X = R

n, but Y is allowed to be an arbitrary Banach space.

Proof of Theorem 1.8. Let f ∈ V̇C
0,ω

(Rn, Y ) and by Theorem 1.4 find g ∈ V̇C
0,ω
small(R

n, Y ) with
bounded support such that ‖f − g‖Ċ0,ω(Rn,Y ) < ε. Let r > 0 and 0 ≤ ηr ∈ C∞

c (B(0, r)) be a

standard real-valued smooth bump in R
n with

´

Rn ηr = 1, and we define hr := g ∗ ηr, where the
integral is understood in the Bochner sense. Notice that hr is compactly supported, as g is, and
smooth hr ∈ C∞(Rn, Y ) as a smooth mollification. Provided that |u| ≤ δ, there holds uniformly in
r that

|hr(x+ u)− hr(x)| =
∣

∣

∣

ˆ

Rn

ηr(y)(g(x + u+ y) + g(x+ y)) dy
∣

∣

∣
≤ ‖g‖

Ċ0,ω
δ
ω(|u|),

and hence we find δ > 0 so that, uniformly in r, we have ‖g− hr‖Ċ0,ω
δ

≤ ‖g‖
Ċ0,ω

δ
+ ‖hr‖Ċ0,ω

δ
≤ ε. To

deal with the scales ≥ δ we argue as follows. Observe that g ∈ V̇C
0,ω
small is uniformly continuous, by

limt→0 ω(t) = 0, and thus the approximation hr := g ∗ ηr converges uniformly to g, as r → 0. We
let r = r(δ) be so small that ‖g − hr‖∞ ≤ 1

2εω(δ). Then, for |x− y| > δ, there holds that

‖(g − hr)(x)− (g − hr)(y)‖ ≤ 2‖g − hr‖∞ ≤ εω(δ) ≤ εω(|x− y|),

by ω being non-decreasing. This concludes the proof of V̇C
0,ω

(Rn, Y ) ⊂ C∞
c (Rn, Y )

Ċ0,ω(Rn,Y )
.

For the reverse inclusion “ ⊃ ”, simply notice that by the Mean Value Inequality, C∞
c (Rn, Y ) ⊂

Lipbs(R
n, Y ). We remind that this inequality holds for smooth Y -valued functions, as a consequence

of the Hahn-Banach theorem on Y. Also, by (3) there holds that Lipbs(R
n, Y ) ⊂ V̇C

0,ω
(Rn, Y ). As

V̇C
0,ω

(Rn, Y ) is closed with respect to Ċ0,ω limits, we are done. �
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Proving approximations in a more general normed space X and Y = R (or Y = C) is a much more
delicate task and this is the content of the next Section 3. We finish this section by establishing the
connection between pointwise and mean oscillation type conditions.

Proof of Theorem 1.11. We first prove the norms equivalent. So fix an arbitrary cube Q ∈ Q and
estimate

 

Q
|f(x)− 〈f〉Q|Y dx ≤

 

Q

 

Q
|f(x)− f(y)|Y dxdy ≤ ‖f‖Ċ0,ω(Rn,Y )

 

Q

 

Q
ω(|x− y|) dxdy

and we continue the bound with
 

Q

 

Q
ω(|x− y|) dxdy .n,Cdb

ω(ℓ(Q)), (26)

thus we obtain ‖f‖Ċ0,ω(Rn,Y ) &n,Cdb
‖f‖BMOω(Rn,Y ).

For the other direction, let x, z ∈ R
n be arbitrary and let Q0 ⊂ R

n be a cube containing both
x and y such that ℓ(Q0) = |x− y|. Consider the dyadic descendants of Q0 (achieved by iteratively
halving the sides) and for every k ∈ N∪{0} let Qk(x) be the descendant of Q0 of sidelength 2−kℓ(Q0)
that contains the point x. Similarly, we define Qk(y) for each k. By the continuity of f : Rn → Y,
we write

f(x)− f(y) =
(

∞
∑

k=0

〈f〉Qk+1(x) − 〈f〉Qk(x)

)

−
(

∞
∑

k=0

〈f〉Qk+1(y) − 〈f〉Qk(y)

)

. (27)

Both sums are estimated identically, so consider the first:

∣

∣

∣

∞
∑

k=0

〈f〉Qk+1(x) − 〈f〉Qk(x)

∣

∣

∣

Y
.n

∞
∑

k=0

 

Qk(x)
|f − 〈f〉Qk(x)|Y ≤ ‖f‖BMOω(Rn,Y )

∞
∑

k=0

ω(ℓ(Qk(x)))

and we continue the bound, using that ω is non-decreasing in the first bound, with

∞
∑

k=0

ω(ℓ(Qk(x))) =
∞
∑

k=0

ℓ(Qk(x))
ω(ℓ(Qk(x)))

ℓ(Qk(x))
≤ 2

ˆ ℓ(Q0)

0

ω(t)

t
dt . [ω]∗ω(ℓ(Q0)),

and, since ω(ℓ(Q0)) = ω(|x− y|), we have shown that ‖f‖Ċ0,ω(Rn,Y ) .n [ω]∗‖f‖BMOω(Rn,Y ).

It is clear that the above argument gives V̇C
0,ω
Γ (Rn, Y ) = VMOω

Γ(R
n, Y ) when Γ = small, as

well as the inclusion V̇C
0,ω
Γ (Rn, Y ) ⊂ VMOω

Γ(R
n, Y ) for Γ = far . The reverse inclusion “ ⊃ ” for

Γ = far can be seen as follows. Let R > 0 be such that if d(Q, 0) > R, then Oω(f,Q) ≤ ε. Let
|x|, |y| > R both be far from the origin. Using the structure of the Euclidean space, clearly there
exists a dimensional constant N(n) and points and cubes {zk, Qk}Nk=1 such that z0 = x, zN = y and
zk, zk+1 ∈ Qk and d(Qk, 0) ≥ R and ℓ(Qk) = |zk − zk+1|. Thus, by the chain of inequalities that led
us to the right estimate for (27), we obtain

|f(x)− f(y)|Y ≤
N
∑

k=1

|f(zk)− f(zk+1)|Y . [ω]∗ε
N
∑

k=1

ω(ℓ(Qk)) . εω(|x− y|),

which concludes the proof of the inclusion V̇C
0,ω
Γ (Rn, Y ) ⊃ VMOω

Γ(R
n, Y ).

For Γ = large, a further argument is needed for both inclusions. We begin by showing that

V̇C
0,ω
large(R

n, Y ) ⊃ VMOω
large(R

n, Y ). Let f ∈ VMOω
large(R

n, Y ), and ε > 0, and let K ∈ N be such

that if ℓ(Q) ≥ 2K , then Oω(f ;Q) ≤ ε. Let N ≫ K be a large integer to be specified later, and
suppose x, y ∈ R

n are so that |x − y| ≥ 2N . Let M ≥ N be so that 2M ≤ |x− y| ≤ 2M+1, and let
11



Q0 be a cube containing both x, y and with ℓ(Q0) = |x − y|. Then, again considering the left sum
in the expansion (27), we bound

∣

∣

∣

∞
∑

k=0

〈f〉Qk+1(x) − 〈f〉Qk(x)

∣

∣

∣

Y
≤
(

M−K
∑

k=0

+
∞
∑

k=M−K+1

)

|〈f〉Qk+1(x) − 〈f〉Qk(x)|Y

.n ε

M−K
∑

k=0

ω(ℓ(Qk(x))) + sup
ℓ(Q)≤2K

Oω(f ;Q)

∞
∑

k=M−K+1

ω(ℓ(Qk(x)))

.Cdb
ε

ˆ 2M+1

2K

ω(t)

t
dt+ sup

ℓ(Q)≤2K
Oω(f ;Q)

ˆ 2K

0

ω(t)

t
dt

.Cdb

[

ε
( 1

ω(2M+1)

ˆ 2M+1

2K

ω(t)

t
dt
)

+
ω(2K)

ω(2M+1)
sup

ℓ(Q)≤2K
Oω(f ;Q)

( 1

ω(2K)

ˆ 2K

0

ω(t)

t
dt
)]

ω(ℓ(Q0))

.
[

ε[ω]∗ +
ω(2K)

ω(2N+1)
‖f‖BMOω(Rn,Y )[ω]∗

]

ω(|x− y|).

By the condition ω(∞) = ∞, we choose N large enough and bound the bracketed term from above
by ≤ 2ε[ω]∗. Repeating the same proof with y in place of x, we control the right sum on the line

(27) and thus obtain |f(x)− f(y)| ≤ 4ε[ω]∗ω(|x− y|), that is, f ∈ V̇C
0,ω
large(R

n, Y ).

Then, we show that V̇C
0,ω
large(R

n, Y ) ⊂ VMOω
large(R

n, Y ). Let f ∈ V̇C
0,ω
large(R

n, Y ), ε > 0, and

R > 0 be such that oscωδ (f) ≤ ε, if δ ≥ R. Let M ≫ R be a large constant, which we will specify
later, and Q ∈ Q a cube such that ℓ(Q) ≥M. For every y ∈ Q, denote by QR(y) the cube centered
at y and of diam(QR(y)) = R. Then, we have

 

Q

ˆ

Q
|f(x)− f(y)|Y dxdy =

 

Q

(

ˆ

Q\QR(y)
+

ˆ

Q∩QR(y)

)

|f(x)− f(y)|Y dxdy

≤ ε

 

Q

ˆ

Q\QR(y)
ω(|x− y|) dxdy + sup

δ≤R
oscωδ (f)

 

Q

ˆ

Q∩QR(y)
ω(|x− y|) dxdy

≤
[

ε

 

Q

 

Q
ω(|x− y|) dxdy + sup

δ≤R
oscωδ (f)

 

Q

1

|Q|

ˆ

QR(y)
ω(|x− y|) dxdy

]

|Q|.

By repeating the bound (26), the left term in the square bracket is bounded from above by .n,Cdb

εω(ℓ(Q)), which is a bound of the correct form. For the right term we bound

.n ‖f‖Ċ0,ω(Rn,Y )

(

R

ℓ(Q)

)n

ω(R) ≤ ‖f‖Ċ0,ω(Rn,Y )ω(R) ≤ εω(ℓ(Q));

as ω(∞) = ∞, and M is chosen sufficiently large. �

3. Approximation in infinite dimensional spaces

In this section we study smooth approximations in Banach spaces with respect to the Ċ0,ω

seminorm. In Subsections 3.1 and 3.2 we establish results for real-valued functions f : X → R,
where the approximating functions are not only Ck or C1,α smooth but also Lipschitz and with
bounded support. In the last Subsection 3.3 we obtain C∞ smooth approximations of Banach-
valued mappings f : c0(A) → Y, that are not necessarily Lipschitz, but have bounded support and

12



belong to V̇C
0,ω

(X,Y ). As a corollary, we deduce C∞ and V̇C
0,ω

and approximations with bounded

support for all V̇C
0,ω

functions defined on R
n and with values in any Banach space.

As we mentioned in the introduction, for general background on smooth analysis on Banach
spaces, including smooth renomings and approximations, we refer the reader to the monographs
[3] by Benyamini and Lindenstrauss; [6] by Deville, Godefroy, and Zizler; and [10] by Hájek and
Johanis.

Assumptions on the modulus. Throughout this whole Section 3 we assume that the modulus satisfies
all the assumptions of Theorem 1.4, i.e. ω is non-decreasing and satisfies (2), (3) and (4).

Notation and basic definitions. By Lip(X) we denote the class of real-valued Lipschitz functions (not
necessarily bounded) on X. We say that g : X → R is L-Lipschitz provided that |g(x) − g(y)| ≤
L‖x− y‖ for every x, y ∈ X, and we denote the minimal Lipschitz constant of g by Lip(g).

We will denote by X∗ the (continuous) dual of X, and the dual norm in X∗ by ‖ · ‖∗, that is,

‖Λ‖∗ := sup{|Λ(v)| : ‖v‖ ≤ 1},
for every Λ ∈ X∗.

When speaking of differentiability of functions or mappings f : X → Y , we always mean differ-
entiability in the Fréchet sense. We say, of course, that f is of class Ck(X,Y ), when f has Fréchet
derivatives up to order k, and those derivatives are continuous on X.

Also, we say that a norm ‖ · ‖ on X is of class Ck if ‖ · ‖ ∈ Ck(X \ {0}), for k ∈ N ∪ {∞}.
For any class of functions C(X,Y ), the subscripted set Cbs(X,Y ) consists of functions h : X → Y

of class C that have bounded support, meaning that there exists R > 0 so that h(x) = 0 for every
x ∈ X \B(0, R).

Finally, a bump function h : X → Y is a non-zero function with bounded support.

3.1. Lipschitz and smooth approximations. In a real normed space X, we consider real-valued

functions “f” of the class V̇C
0,ω

(X,R), which we abbreviate by V̇C
0,ω

(X). By Theorem 1.4 these

functions “f” can be approximated by functions, say “g”, of class V̇C
0,ω
small(X) with bounded sup-

port, in the Ċ0,ω(X) seminorm. Our goal is to further approximate these functions “g” by Lipschitz
functions (whose regularity will vary depending on the smoothness properties of X) with bounded
support. In approximating “g” a crucial step is to reduce the problem to the problem of approximat-
ing Lipschitz functions by smooth Lipschitz functions with good control on the Lipschitz constants.
The main results of this subsection are Theorem 3.3, valid for arbitrary normed spaces, and The-
orem 3.5, valid for separable normed spaces X with a fixed degree of smoothness. The proofs of
these two Theorems 3.3 and 3.5 employ several technical lemma, which will be reused in the later
Subsections 3.2 and 3.3.

We begin by proving these technical lemmas and for this purpose, it will be useful to consider
the minimal modulus of continuity of a function f : X → R, i.e.,

ωf (t) := sup{|f(x)− f(y)| : ‖x− y‖ ≤ t}, t > 0.

Note that ωf : [0,∞] → [0,∞] is non-decreasing, and if f is uniformly continuous, then limt→0 ωf (t) =

0. Moreover, if f ∈ Ċ0,ω(X), then ωf ≤ ‖f‖Ċ0,ω(X)ω, and especially ωf (t) is finite at every t, but,

in general, ω and ωf are incomparable. Furthermore, since X is a normed space, it is easy to see
that ωf is sub-additive, i.e. ωf(s + t) ≤ ωf (t) + ωf (s) for all t, s > 0. This implies

ωf (t) ≤ 2t ωf (1), for all t ≥ 1. (28)

Lemma 3.1. Let X be a normed space and f ∈ V̇C
0,ω
small(X). Then, there exists a sequence (fn)n ⊂

Lip(X) of functions converging to f in the Ċ0,ω(X)-seminorm. Moreover, if f has bounded support,
the sequence can be taken (fn)n ⊂ Lipbs(X) to have bounded supports.

13



Proof. As f ∈ V̇C
0,ω
small(X), by the comments preceding the present lemma, the minimal modulus of

continuity ωf is sub-additive and satisfies ωf (t) → 0, as t → 0; then, it is a known result that the
sequence

fn(x) = inf
y∈X

{f(y) + n‖x− y‖}, x ∈ X,

converges uniformly to f in X and each fn is n-Lipschitz; for a proof see e.g. [11, p. 408].
Now, let us see that ‖f − fn‖Ċ0,ω(X) → 0, as n → ∞. Indeed, given ε > 0 there exists δ > 0

so that ‖x − z‖ ≤ δ implies |f(x) − f(z)| ≤ εω(‖x − z‖). Let us take N ∈ N large enough so that
supX |f − fn| ≤ εω(δ) for each n ≥ N. Using that ω is non-decreasing, this gives the estimate

|(f − fn)(x)− (f − fn)(z)| ≤ 2‖f − fn‖∞ ≤ εω(δ) ≤ εω(‖x− z‖),
whenever ‖x− z‖ ≥ δ, n ≥ N.

Now, for fixed x, z ∈ X such that ‖x−z‖ ≤ δ, we proceed as follows. Given η > 0, let y = y(x, n, f, η)
be so that

fn(x) ≥ f(y) + n‖x− y‖ − η.

This choice of y and the definition of fn yield

(f − fn)(x)− (f − fn)(z) ≤ f(x)− f(y)− n‖x− y‖+ η − f(z) + fn(z)

≤ f(x)− f(y)− n‖x− y‖+ η − f(z) + f(y + z − x) + n‖z − (y + z − x)‖
≤ f(x)− f(z)− (f(y)− f(y + z − x)) + η ≤ εω(‖x− z‖) + εω(‖x − z‖) + η.

Letting η → 0, we get

(f − fn)(x)− (f − fn)(z) ≤ 2εω(‖x− z‖).
The same argument swapping x and z,gives |(f − fn)(x) − (f − fn)(z)| ≤ 2εω(‖x − z‖), for every
n ∈ N. We conclude that ‖f − fn‖Ċ0,ω(X) ≤ 2ε, for n ≥ N.

For the assertion concerning the boundedness of the supports, we may assume that f(y) = 0,
whenever ‖y‖ ≥ R, for some R > 0. We will localize the infimum defining fn. For each y ∈ X, it

follows from the definition of fn, and the fact that f ∈ Ċ0,ωf (X), that

f(y) + n‖x− y‖ ≥ f(x)− ‖f‖
Ċ

0,ωf (X)
ωf (‖x− y‖) + n‖x− y‖

≥ fn(x)− ‖f‖
Ċ

0,ωf (X)
ωf (‖x− y‖) + n‖x− y‖. (29)

Using property (28) of the minimal modulus of continuity ωf , it follows that, for n large enough (but
depending only on ‖f‖

Ċ
0,ωf (X)

), RHS(29) > fn(x), provided that ‖x− y‖ > 1. These observations

show that the infimum defining fn(x) is restricted to B(x, 1) :

fn(x) = inf
y∈B(x,1)

{f(y) + n‖x− y‖}, x ∈ X.

Now, if ‖x‖ ≥ R+ 1, then ‖y‖ ≥ R, and so f(y) = 0, whenever y ∈ B(x, 1). Thus, by the previous
formula, we deduce fn(x) = infy∈B(x,1){n‖x− y‖} = 0, which shows that fn has bounded support,
for n large enough.

�

In the following lemma we show that a uniform approximation by Lipschitz functions with con-
trolled Lipschitz constants yields a Ċ0,ω(X) approximation.

Lemma 3.2. Let f : X → R and (fn)n ⊂ Lip(X) be a sequence such that lim supn Lip(fn) < ∞
and fn converges to f uniformly on X. Then, lim supn ‖fn − f‖Ċ0,ω(X) = 0.
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Proof. By passing to a subsequence, we may assume that L := supn Lip(fn) < ∞. Then, f is
Lipschitz on X, with Lip(f) ≤ L. Given ε > 0, by limt→0 t/ω(t) = 0, we find δ > 0 so that

t

ω(t)
≤ ε

1 + L
, whenever t ≤ δ.

Let N ∈ N be such that supX |fn − f | ≤ εω(δ) for all n ≥ N. Because f and each fn is L-Lipschitz,
for any two distinct points x, z ∈ X with ‖x− z‖ ≤ δ, we have

max

{ |f(x)− f(z)|
ω(‖x− z‖) ,

|fn(x)− fn(z)|
ω(‖x− z‖)

}

≤ L
‖x− z‖

ω(‖x− z‖) ≤ ε;

then, triangle inequality gives

|(f − fn)(x)− (f − fn)(z)|
ω(‖x− z‖) ≤ |f(x)− f(z)|

ω(‖x− z‖) +
|fn(x)− fn(z)|
ω(‖x− z‖) ≤ 2ε.

And for scales ‖x− z‖ ≥ δ, observe that for n ≥ N, using that ω is non-decreasing, we have

|(f − fn)(x) − (f − fn)(z)| ≤ 2 sup
X

|f − fn| ≤ 2εω(δ) ≤ 2εω(‖x − z‖).

�

We are now ready to prove our first main Theorem 3.3 on Lipschitz approximations. It does not
involve smoothness, but holds in any normed space and will be a key ingredient in the proofs of
Theorems 3.10 and 3.12 of later sections.

Theorem 3.3 (Lipschitz approximation of V̇C
0,ω

). Let X be a normed space. Then, the following
hold:

(i) Lip(X) ∩ Ċ0,ω(X)
Ċ0,ω(X)

= V̇C
0,ω
small(X),

(ii) Lipbs(X)
Ċ0,ω(X)

= V̇C
0,ω

(X).

Proof.
(i) The inclusion “ ⊂ ” follows immediately from Lemma 3.1. For the converse inclusion “ ⊃ ”, we

observe that condition (3) gives Lip(X) ∩ Ċ0,ω(X) ⊂ V̇C
0,ω
small(X), and then recall that V̇C

0,ω
small(X)

is closed.
(ii) By Theorem 1.4 we know that if f ∈ V̇C

0,ω
(X), and ε > 0, we can find g ∈ V̇C

0,ω
(X) with

bounded support and ‖f − g‖Ċ0,ω(X) ≤ ε. Then, Lemma 3.1 provides us with h ∈ Lipbs(X) so that

‖h− g‖Ċ0,ω(X) ≤ ε, and therefore ‖f − h‖Ċ0,ω(X) ≤ 2ε; this shows the inclusion “ ⊃ ”.

For the converse implication “ ⊂ ”, it is enough to observe that Lipbs(X) ⊂ V̇C
0,ω

(X) and that

V̇C
0,ω

(X) is a closed subspace of Ċ0,ω(X). �

Performing smooth approximations in the appropriate Banach spaces will require more work. We
first show that if a normed space X has a Ck and Lipschitz bump function, from now on a Ck ∩Lip
bump, then a Ck ∩ Lip approximation with uniformly bounded Lipschitz constants, of a Lipschitz
function g with bounded support, can be upgraded to a Ck ∩ Lip approximation with uniformly
bounded Lipschitz constants and bounded supports.

Lemma 3.4. Let k ∈ N ∪ {∞} be fixed and let X be a normed space that admits a Ck ∩ Lip bump.
Let g ∈ Lip(X) and (gn)n ⊂ Ck(X) ∩ Lip(X) be a sequence of functions converging uniformly to g
on X, and with lim supn Lip(gn) <∞.

Then, if g has bounded support, there exists a sequence (hn)n ⊂ Ck(X) ∩ Lip(X) with bounded
supports that converge to g uniformly (on X) and moreover lim supn Lip(hn) <∞.
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Proof. Let g be as in the assumption, and let R > 0 be so that g = 0 outside the ball B(0, R).We first
construct a suitable bump that decays from one to zero over the annular region B(0, λR)\B(0, 2R),
for a certain λ > 2 to be fixed later. Since X admits a Ck ∩ Lip bump, by [6, Proposition II, 5.1]
there exist a constant 0 < a < 1 and a function ψ : X → [0,∞) so that ψ ∈ Lip(X) ∩ Ck(X \ {0})
and

a‖x‖ ≤ ψ(x) ≤ ‖x‖, x ∈ X. (30)

The statement and proof of [6, Proposition II, 5.1] are written for k = 1, but they clearly hold true
for k ∈ N ∪ {∞} as well. Now, pick a function θ : R → [0, 1] so that θ ∈ C∞(R) ∩ Lip(R), and
θ(t) = 1, whenever t ≤ 2R, and θ(t) = 0, whenever t ≥ 4R. Then, define a bump function by

ϕ : X → R, ϕ(x) = θ(ψ(x)), x ∈ X. (31)

By the properties of θ and ψ, it is immediate that ϕ ∈ Ck(X) ∩ Lip(X), and that ϕ takes values
in [0, 1]. Also, if ‖x‖ ≤ 2R, one has ψ(x) ≤ 2R by (30), and thus ϕ(x) = θ(ψ(x)) = 1. Similary, we
deduce that ϕ(x) = θ(ψ(x)) = 0 for those x ∈ X such that ‖x‖ ≥ 4R/a =: λ.

Now, by assumption we can find a sequence (gn)n ⊂ Ck(X) ∩ Lip(X) converging uniformly to g
on X, and, after passing to a subsequence, with the property supn Lip(gn) < ∞. Define hn := ϕgn
for each n ∈ N, where ϕ is as in (31). Since ϕ vanishes outside the ball B(0, 4R/a), the function gn
has bounded support. Also,

|hn(x)− g(x)| = |ϕ(x)gn(x)− g(x)| ≤ |ϕ(x) − 1||gn(x)|+ |gn(x)− g(x)|. (32)

The second term in the sum converges to 0 uniformly on x. For the first term, note that if ‖x‖ ≤ 2R,
then ϕ(x) = 1, and so |ϕ(x) − 1||gn(x)| = 0. When ‖x‖ ≥ 2R, we have limn |gn(x)| = |g(x)| = 0,
uniformly on those x, by the bounded support of g. Since also ϕ takes values in [0, 1], we conclude
that the first term tends uniformly to 0 as n→ ∞. Now we have shown that

lim
n→∞

sup
x∈X

|hn(x)− g(x)| → 0.

Concerning the regularity of hn, note that obviously hn ∈ Ck(X) because both ϕ and gn are of
class Ck. To verify that lim supn Lip(hn) <∞, we estimate the derivative of hn by

‖Dhn(x)‖∗ ≤ ϕ(x)‖Dgn(x)‖∗ + |gn(x)|‖Dϕ(x)‖∗ ≤ Lip(gn) + Lip(ϕ)(sup
X

|gn − g|+ sup
X

|g|).

Then Lip(gn) ≤ supm Lip(gm), supX |gn − g| → 0, and supX |g| < ∞ because g is Lipschitz with
bounded support. This shows lim supn Lip(hn) <∞. �

Now, we combine Lemmas 3.1, 3.2, Theorem 3.3, and Lemma 3.4, with an approximation result
for separable spaces that admit a Ck ∩Lip bump, and obtain our most general theorem concerning

approximation of V̇C
0,ω

functions by Ck ∩ Lip functions in separable spaces.

Theorem 3.5 (Smooth approximation in separable spaces). Let k ∈ N ∪ {∞} and let X be a
separable normed space admitting a Ck ∩ Lip bump. Then, the following hold:

(i) Ck(X) ∩ Lip(X) ∩ Ċ0,ω(X)
Ċ0,ω(X)

= V̇C
0,ω
small(X),

(ii) Ck
bs(X) ∩ Lip(X)

Ċ0,ω(X)
= V̇C

0,ω
(X).

Proof.

(i) Let f ∈ V̇C
0,ω
small(X) and ε > 0. By Lemma 3.1 we find an approximation g ∈ Lip(X) so that

‖f − g‖Ċ0,ω(X) ≤ ε. Now, since g : X → R is a Lipschitz function, and X has a Ck ∩Lip bump, as a

consequence of a result of Hájek and Johanis [10, Corollary 15] (here we use that X is separable),
we find a sequence (gn)n of Ck ∩ Lip functions converging uniformly to g such that Lip(gn) ≤
λLip(g), for all n, and for some absolute constant λ > 0 that may depend on the space X. Since
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obviously the function g and the sequence (gn)n satisfy all the assumptions of Lemma 3.2, and hence
limn ‖gn−g‖Ċ0,ω(X) = 0, completing the proof of the inclusion “ ⊃ ”. For the reverse inclusion recall

that the assumption t/ω(t) → 0, as t → 0, guarantees that Lip(X) ∩ Ċ0,ω(X) ⊂ V̇C
0,ω
small(X); and

V̇C
0,ω
small(X) is a closed subspace of Ċ0,ω(X).

(ii) Assume that f ∈ V̇C
0,ω

(X) and let ε > 0. According to Theorem 1.4 we find g ∈ Lip(X) with
bounded support so that ‖f −g‖Ċ0,ω(X) ≤ ε. Now, let (gn)n be the sequence we used in part (i) (but

associated with this new g), and then Lemma 3.4 guarantees a Ck∩Lip approximation with bounded
support (hn)n so that limn supX |hn − g| = 0 and lim supn Lip(hn) <∞. Now, we apply Lemma 3.2
to deduce that limn ‖hn− g‖Ċ0,ω(X) = 0 as well. Thus we pick some h ∈ (hn)n ⊂ Ck(X)∩Lipbs(X)

such that ‖g − h‖Ċ0,ω(X) ≤ ε, which in turn implies

‖f − h‖Ċ0,ω(X) ≤ ‖f − g‖Ċ0,ω(X) + ‖g − h‖Ċ0,ω(X) ≤ 2ε.

Thus we have shown the inclusion “ ⊃ ”. For the converse inclusion “ ⊂ ”, it is enough to observe

again (as we did at the end of the proof of Theorem 3.3) that Lipbs(X) ⊂ V̇C
0,ω

(X) and that

V̇C
0,ω

(X) is a closed subspace of Ċ0,ω(X).
�

Remark 3.6. Clarifications and remarks concerning Theorem 3.5 and its proof.

(1) If X is a separable Banach space with an equivalent norm of class Ck, then Theorem 3.5
applies for X and k. Indeed, denote such an equivalent norm by ψ : X → R; and we can
assume that ψ satisfies the inequalities on the line (30). As ψ ∈ Ck(X \ {0}), and since ψ
is subadditive in X, it is clear that ψ is 1-Lipschitz (with respect to the original norm ‖ · ‖)
on X. If we now pick θ : R → [0, 1] of class C∞ ∩ Lip, with θ = 1 on (−∞, 1/2] and θ = 0
on [1,+∞), it is easy to see that the composition θ ◦ ψ defines a Ck ∩ Lip bump function
on X. Thus, we are in assumptions of Theorem 3.5 for X and k.

(2) Let us now recall the smoothness of the canonical, or equivalent, norms of some classical
separable spaces. The canonical norms of the spaces X = ℓp or Lp, for 1 < p <∞, have the
following order of smoothness k = k(p) :

k(p) =











∞ if p is even,

p− 1, if p is odd,

⌊p⌋ , if p is not an integer.

Also, for a compact metric space K which is scattered, let C(K) be the Banach space con-
sisting of real-valued continuous functions on K, equipped with the supremum norm. Then
C(K) admits an equivalent C∞-norm. Recall that a set S is scattered if every nonempty
subset of S contains a (relatively) isolated point. We refer the reader to [6, Theorems V.1.1
and V.1.8] for detailed proofs and statements of these theorems. Then, according to point
(1) above, Theorem 3.5 applies for X = Lp, ℓp with kp as above, and for X = C(K) with
K countable and k = ∞.

(3) For X = c0, see Section 3.3 below, Theorem 3.5 also holds for k = ∞, but for this particular
X, we will obtain much more in Theorem 3.12 below.

(4) In the proof of Theorem 3.5 we employed [10, Corollary 15] for our real-valued functions, but
this result holds for target spaces Y = B0(V ) (real-valued functions f in a topological space
V with f(v) → 0 as v → v0, for some fixed v0 ∈ V ); or Y = Cu(P ) (uniformly continuous
bounded functions on a metric space P ). Naturally, the particular case Y = R is covered
by these spaces, e.g., when Y = Cu(P ) for P = {0} ⊂ R.
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Now, as a corollary of Theorem 3.5, we provide C∞ ∩ Lip approximation of V̇C
0,ω

(X) functions
for separable Hilbert spaces X. In particular, notice that this extends Theorem 1.8 to infinite
dimensions.

Corollary 3.7. Let X be a separable Hilbert space. Then, the following hold:

(i) C∞(X) ∩ Lip(X) ∩ Ċ0,ω(X)
Ċ0,ω(X)

= V̇C
0,ω
small(X),

(ii) C∞
bs (X) ∩ Lip(X)

Ċ0,ω(X)
= V̇C

0,ω
(X).

Proof. Both statements (i) and (ii) follow immediately from Theorem 3.5, since a Hilbert space
always admits a C∞∩Lip bump. For the sake of completeness, we exhibit an elementary construction
of such a bump.

The function ψ : X → R given by x 7→ ψ(x) = ‖x‖2 is of class C∞(X) with the Fréchet
derivative Dψ(x) : X → R, at every x ∈ X, given by Dψ(x)(v) = 〈2x, v〉 for all v ∈ X. Take a
function θ : R → [0, 1] of class C∞(R) ∩ Lip(R) with θ(t) = 1 for all t ≤ 1/2 and θ(t) = 0 for all
t ≥ 1. Then, the map ϕ = θ ◦ψ : X → [0, 1] is of class C∞(X) with ϕ(x) = 1 for all ‖x‖ ≤ 1/2 and
ϕ(x) = 0 for all ‖x‖ ≥ 1. Also, the Fréchet derivative of ϕ satisfies

‖Dϕ(x)‖∗ = ‖θ′(ψ(x))XB(0,1)(x)2x‖∗ ≤ 2Lip(θ),

showing that ϕ is Lipschitz on X. Therefore, ϕ is a C∞ ∩ Lip bump on X. �

3.2. Approximation in super-reflexive spaces. Let us now approximate real-valued functions

of the classes V̇C
0,ω
small(X) and V̇C

0,ω
(X) over a super-reflexive Banach space X. We remind that X

is super-reflexive if every Banach space Y that is finitely representable into X is reflexive. According
to Pisier’s renorming theorem [21], a Banach space X is super-reflexive if and only if X admits a
renorming (which we keep denoting by ‖·‖), an exponent α ∈ (0, 1], and a constant C > 0 for which

‖x+ h‖1+α + ‖x− h‖1+α − 2‖x‖1+α ≤ C‖h‖1+α, for all x, h ∈ X. (33)

See also [3, pp. 412–413] for a proof of this equivalence. This property is often rephrased by saying
that X admits a renorming with modulus of smoothness of power type 1 + α. Since the function
x 7→ ψ(x) = ‖x‖1+α is convex and continuous on X, then (33) implies that ψ is of class C1,α(X);
and with ‖Dψ‖Ċ0,α(X,X∗) .α,C 1; see [6, Lemma V.3.5].

We remind that a function f : X → R belongs to the class C1,α(X) if f is Fréchet differentiable at
every point x ∈ X and the Fréchet derivative Df : X → X∗ is α-Hölder continuous on X, namely,
that

‖Df‖Ċ0,α(X,X∗) := sup

{‖Df(x)−Df(y)‖∗
‖x− y‖α : x, y ∈ X, x 6= y

}

<∞.

In Hilbert spaces the Lasry–Lions regularization theorem (see [16] or [10, p. 408]) provides uniform
approximation of Lipschitz functions by C1,1 ∩ Lip functions. Cepedello-Boiso [4, Theorem 1] used
an ingenious variant of the Lasry-Lions technique to obtain uniform approximation of Lipschitz
functions in super-reflexive spaces by C1 functions whose derivatives are α-Hölder on bounded
subsets, but not globally on X. These approximations are, of course, Lipschitz on bounded sets,
but not globally Lipschitz. However, for our purposes, we need to approximate Lipschitz functions
uniformly by globally C1,α∩Lip functions, and we need a good control on the Lipschitz constants of
the approximations. In Theorem 3.8(2) below, we have obtained uniform approximations that are
globally C1,α and globally Lipschitz on X, preserving the Lipschitz constants up to a multiplicative
factor depending only on α and X. In the proof, we use a recent result on C1,ω extensions for jets
[2] to construct C1,α bump functions with all the properties stated in part (1) of Theorem 3.8. This
is combined with a method of Hájek and Johanis [10, Proposition 1] to glue up a suitable sequence
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of these bumps. Both parts (1) and (2) in Theorem 3.8 are interesting to the theory of smooth

approximation, and also will be essential for the approximation of V̇C
0,ω

functions.
Let us mention that, after making the first version of this article public, it has come to our

attention that part (2) of Theorem 3.8 was very recently discovered by Johanis [15] too, by means
of a different proof. A benefit of Johanis’ proof is that it provides the sharp constant κ = 1. Since we
only need an absolute control on κ for our purposes, and since we consider part (1) of independent
interest as well, we have chosen to include our original proof of Theorem 3.8(2).

Theorem 3.8. Let X be a super-reflexive space, let α ∈ (0, 1] and C > 0 be so that a renorming of
‖ · ‖ of X satisfies (33). Then, there exists a constant κ ≥ 1 depending only on α and C for which
the following hold.

(1) For every set S ⊂ X there exists hS : X → [0, 1] of class C1,α(X) ∩ Lip(X) so that:
hS(x) = 0, for every x ∈ S;
hS(x) = 1, whenever d(x, S) ≥ 1;
DhS(x) = 0, for every x ∈ S ∪ {y ∈ X : d(y, S) ≥ 1}; and

Lip(hS) + ‖DhS‖Ċ0,α(X,X∗) ≤ κ.

(2) Given an L-Lipschitz function g : X → R and ε > 0, there exists h ∈ C1,α(X) so that h is
κL-Lipschitz, and supX |g − h| ≤ ε.

Proof of Theorem 3.8.
(1) In the cases S = ∅ or {d(·, S) ≥ 1} = ∅, we simply take hS ≡ 1 in the first case, and hS ≡ 0 in
the latter. Assume from now on that both sets are nonempty. On the set

E := S ∪ {x ∈ X : d(x, S) ≥ 1},
we define a 1-jet (f,G) : E → R×X∗ by setting

f(x) = 0, if x ∈ S; f(x) = 1, if d(x, S) ≥ 1; G(x) = 0, for all x ∈ E.

By separating into cases, it is immediate to verify the existence of M =M(α) > 0 for which

f(y) +G(y)(x − y)− f(z)−G(z)(x− z) ≤ M

1 + α

(

‖x− y‖1+α + ‖x− z‖1+α
)

,

for all y, z ∈ E, x ∈ X; indeed, G(y) = G(z) = 0 is the zero functional, and for f(y) − f(z), by
symmetry, it is enough to verify the case y ∈ S and d(z, S) ≥ 1 and x ∈ X arbitrary, but this case
is clear by inspection, since

f(y)− f(z) = 1 ≤ ‖y − z‖ ≤ ‖y − z‖1+α ≤ M

1 + α

(

‖x− y‖1+α + ‖x− z‖1+α
)

.

Thus, applying [2, Theorem 4.1], there exists a constant κ0 = κ0(α,C), and a function F : X → R

of class C1,α, bounded and Lipschitz, with

‖F‖∞ + Lip(F ) + ‖DF‖Ċ0,α(X,X∗) ≤ κ0M =: κ1, (34)

and so that F = f and DF = G = 0 on E. Although [2, Theorem 4.1] is formulated for Hilbert
spaces, it generalizes immediately to super-reflexive Banach spaces satisfying property (33), as
pointed out in [2, Remark 4.7]; see also [2, Theorem 1.9]. Let us examine the extension formula
F , since we need some of its properties. At the same time, for the reader’s convenience, we sketch
some of the key steps in the proof of [2, Theorem 4.1]. With M as above,

M∗ := max
{

3
(

‖f‖∞ + ‖G‖∞
)

,
M

1 + α

}

,

19



and the functions m, g : X → R by

m(x) := max
{

− 2
(

‖f‖∞ + ‖G‖∞
)

, sup
z∈E

{

f(z) +G(z)(x − z)−M∗‖x− z‖1+α
}}

,

g(x) := min
{

2
(

‖f‖∞ + ‖G‖∞
)

, inf
y∈E

{

f(y) +G(y)(x − y) +M∗‖x− y‖1+α
}}

.

For a suitable number A (depending only on α and C), F is defined to be the AM∗t1+α-strongly
paraconvex envelope of g, that is,

F (x) := sup{h(x) : h is AM∗t1+α-strongly paraconvex, and h ≤ g on X}, x ∈ X.
As defined in [2], a function h : ψ → R is Lt1+α-strongly paraconvex, for L > 0, if

ψ(λu+ (1− λ)v)− λψ(u) − (1− λ)ψ(v) ≤ λ(1− λ)L‖u− v‖1+α, u, v ∈ X, λ ∈ [0, 1].

By the comment just after formula (33), the function u 7→ ψ(u) := −‖u‖1+α is C1,α, and their
Fréchet derivativeDψ satisfies ‖Dψ‖Ċ0,α(X,X∗) ≤ B(α,C). Thus, using the Fundamental Theorem of

Calculus and some elementary computations, ψ is At1+α-strongly paraconvex for some A = A(α,C);
see the argument near the end of [2, the proof of Lemma 3.6]. It turns out that then both m and
(−g) are AM∗tα-strongly paraconvex. Also, m ≤ g on X, and these properties permit to prove the
regularity F ∈ C1,α(X), along with (34) and that (F,DF ) = (f,G) on E. See [2, Theorems 1.9 and
4.1] for further explanations and details of these concepts and their proofs. Now, by the definition
of F, the pointwise relation

m(x) ≤ F (x) ≤ g(x), x ∈ X,

holds true. Since G ≡ 0 and ‖f‖∞ = 1, the definition of m and g and this estimate imply that
−2 ≤ F ≤ 2 on X. It only remains to slightly modify F so that the final function hS takes values
in [0, 1].

To do so, we pick a bump θ : R → [0, 1] of class C∞(R) ∩ C1,α(R) ∩ Lip(R) with θ(t) = 0 for
t ≤ 0 and t ≥ 2, and θ(1) = 1. Define hS := θ ◦ F : X → [0, 1]. It is immediate that hS(x) = 0
for every x ∈ S, hS(x) = 1 if d(x, S) ≥ 1, and that DhS = 0 on E. Since F is κ1-Lipschitz,
hS is Lip(θ)κ1-Lipschitz. Finally, using the facts that Lip(F ) + ‖DF‖Ċ0,α(X,X∗) ≤ κ1 and that

Lip(θ) + ‖θ′‖Ċ0,α(R) ≤ c(α) for some c(α) > 0, it is an easy exercise to verify that

‖DhS‖Ċ0,α(X,X∗) ≤ ‖θ′‖Ċ0,α(R) Lip(F )
α + Lip(θ)‖DF‖Ċ0,α(X,X∗) ≤ κ(α, κ1).

Therefore, we can find κ = κ(α,C) for which hS satisfies all the properties stated in (1).

(2) Let g : X → R be L-Lipschitz, and ε > 0. We will now apply part (1) for a suitable sequence
of sets to obtain the desired approximation. In order to do so, we use the same construction as in
[10, Proposition 1], replacing the C1-separating functions from there with those we just obtained in
part (1).

Define g̃(x) = ε−1g(εx/L), for all x ∈ X, and note that g̃ is 1-Lipschitz. Now, we define the
set Sn = {x ∈ X : g̃(x) ≥ n}, for each integer n ∈ Z. Note that Sn+1 ⊂ Sn, and also, because
g̃ is 1-Lipschitz, one has that d(X \ Sn, Sn+1) ≥ 1 for every n ∈ Z. Now, for each subset Sn, let
hSn : X → [0, 1] be the function from (1). Define now hn = 1− hSn+1

for every n, and also

h(x) =
∞
∑

n=0

hn(x) +
−1
∑

n=−∞

(hn(x)− 1), x ∈ X.

Each hn is C1 and κ-Lipschitz, hn = 1 on Sn+1, and hn(x) = 0 if d(x, Sn+1) ≥ 1. As proven in
[10, Proposition 1], h : X → R is a well-defined κ-Lipschitz and C1 function, with supX |h− g̃| ≤ 1.
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Moreover, the sums defining h are locally finite, meaning that for every x ∈ X, there exists Nx ∈ N,
and a ball B(x, rx) so that

h(z) =

max{|m|,Nx}
∑

n=0

hn(z) +
−1
∑

n=−max{|m|,Nx}

(hn(z)− 1), z ∈ B(x, rx), m ∈ Z. (35)

The relation (35) will allow us to differentiate the sums defining h term by term locally around
every x ∈ X.

Let us now prove that h ∈ C1,α(X) with ‖Dh‖Ċ0,α(X,X∗) ≤ 2κ. Recalling that by definition

DhSn+1
(x) = 0 whenever x ∈ Sn+1 ∪ {x ∈ X : d(x, Sn+1) ≥ 1}, it is immediate from the definition

hn := 1− hSn+1
that

Dhn = 0 on Sn+1 ∪ {x ∈ X : d(x, Sn+1) ≥ 1}, n ∈ Z.

Note that this implies Dhn = 0 on X \ Sn, as d(X \ Sn, Sn+1) ≥ 1. These observations together
with the continuity of Dhn give

Dhn = 0 on Sn+1 ∪X \ Sn, n ∈ Z. (36)

Also, we claim that

Dh(x) = Dhm(x), whenever x ∈ Sm \ Sm+1, m ∈ Z. (37)

Indeed, let x ∈ Sm \ Sm+1. For those n ≥ m + 1, we have x /∈ Sn and thus Dhn(x) = 0, e.g., by
virtue of (36). And for those n ≤ m − 1, we have x ∈ Sn+1 and so Dhn(x) = 0. In other words,
Dhn(x) = 0 for n 6= m. It then follows by (35) and evaluating at x ∈ Sm \ Sm+1 that

Dh(x) =

max{|m|,Nx}
∑

n=0

Dhn(x) +

−1
∑

n=−max{|m|,Nx}

Dhn(x) = Dhm(x).

This proves the claim (37).
Now given x, y ∈ X, let m ∈ Z and l ∈ N∪{0} be so that x ∈ Sm \Sm+1 and y ∈ Sm+l \Sm+l+1,

and we show the α-Hölder estimate for ‖Dh(x) −Dh(y)‖∗.
In the case l = 0, we have x, y ∈ Sm \ Sm+1, and so it suffices to apply (37) and the fact that

‖Dhm‖Ċ0,α(X,X∗) ≤ κ.

Assume now l ≥ 1. By the connectedness of [x, y] and x 6∈ Sm+l and y ∈ Sm+l, the segment [x, y]

must intersect the boundary of Sm+l. Let z ∈ [x, y]∩Sm+l ∩X \ Sm+l. In particular, z ∈ X \ Sm+l,
and by (36), this implies Dhm+l(z) = 0. Also, observe that y ∈ Sm+l ⊂ Sm+1, and so Dhm(y) = 0,
again by (36). Using first (37), then Dhm(y) = Dhm+l(z) = 0, and finally that ‖Dhn‖Ċ0,α(X,X∗) ≤ κ

for all n ∈ Z, we conclude that

‖Dh(x) −Dh(y)‖∗ = ‖Dhm(x)−Dhm+l(y)‖∗
≤ ‖Dhm(x)−Dhm(y)‖∗ + ‖Dhm+l(z)−Dhm+l(y)‖∗
≤ κ (‖x− y‖α + ‖z − y‖α) ≤ 2κ‖x− y‖α.

By symmetry, we can swap the roles of x and y, and thus we have shown that h ∈ C1,α(X).

Finally, rescaling the function h by h̃(x) = εh(xL/ε) and noting that g(x) = εg̃(xL/ε), we see

that h̃ ∈ C1,α(X) with supX |h̃− g| ≤ ε and Lip(h̃) ≤ LLip(h) ≤ κL. �

We will use the following elementary fact.

Remark 3.9. If U, V are normed spaces, and ψ : U → V is Lipschitz and bounded, then ψ is
α-Hölder for every α ∈ (0, 1].

21



A consequence of Theorem 3.8, in combination with our results from previous sections, is the

following C1,α ∩ Lip approximation of V̇C
0,ω

functions in super-reflexive spaces. Note that, unlike
in Theorem 3.5, X may be nonseparable.

Theorem 3.10 (Approximation in super-reflexive spaces). Let X be a super-reflexive space, and
let α ∈ (0, 1] and C > 0 be so that a renorming of ‖ · ‖ of X satisfies (33). Then the following hold:

(i) C1,α(X) ∩ Lip(X) ∩ Ċ0,ω(X)
Ċ0,ω(X)

= V̇C
0,ω
small(X),

(ii) C1,α
bs (X)

Ċ0,ω(X)
= V̇C

0,ω
(X).

Notice that the modulus ω is independent of α. Also, the approximations in part (ii) are Lipschitz.
Indeed, as the derivative is α-Hölder and boundedly supported, it is in particular bounded and this
implies that the function is Lipschitz.

Proof.

(i) Let f ∈ V̇C
0,ω
small(X) and ε > 0. Applying Lemma 3.1, we can find a function g ∈ Lip(X) so

that ‖f − g‖Ċ0,ω(X) ≤ ε. Now, by Theorem 3.8(2), there is a sequence (gn) of Lip(X) ∩ C1,α(X)

functions with supn Lip(gn) ≤ κLip(g), and limn supX |g − gn| = 0. Therefore Lemma 3.2 yields
that limn ‖gn − g‖Ċ0,ω(X) = 0, and taking some gn from the sequence with ‖gn − g‖Ċ0,ω(X) ≤ ε, we

conclude the inclusion “ ⊃ ” of (i). The reverse inclusion follows by noting that Lip(X)∩ Ċ0,ω(X) ⊂
V̇C

0,ω
small(X), by the condition (3), and that V̇C

0,ω
small(X) is a closed subspace of Ċ0,ω(X).

(ii) Let f ∈ V̇C
0,ω

(X) and ε > 0. By Theorem 3.3 we find g ∈ Lip(X) with bounded support so that
‖f − g‖Ċ0,ω(X) ≤ ε. With R > 0 so that g(x) = 0 for ‖x‖ ≥ R, we use Theorem 3.8(1) to obtain a

Lip(X) ∩ C1,α(X) function ϕ : X → [0, 1] with ϕ = 1 on B(0, 2R) and ϕ = 0 on X \B(0, 2R + 1).
If (gn)n is the approximating function for g from part (i), we define hn = ϕgn. Obviously each
hn ∈ C1(X) and also has bounded support, and moreover the properties ‖hn − g‖∞ → 0 and
lim supn Lip(hn) <∞ hold and are checked exactly as in the proof of Lemma 3.4, see the line (32).
So, it only remains to verify that hn has α-Hölder derivative, at least, for n large enough. Write,

Dhn(x) = gn(x)Dϕ(x) + ϕ(x)Dgn(x)

and let us prove that both terms define an α-Hölder function.
For the first function x 7→ gn(x)Dϕ(x), let us observe that, for n large enough, one has supX |gn| ≤

1+supX |g|, as gn converges uniformly on X to g. Hence, by Remark 3.9, gn is α-Hölder continuous
on X. Then, we write

‖gn(x)Dϕ(x) − gn(z)Dϕ(z)‖∗
≤ |gn(x)|‖Dϕ(x) −Dϕ(z)‖∗ + |gn(x)− gn(z)|‖Dϕ(z)‖∗
≤ sup

X
|gn|‖Dϕ‖Ċ0,α(X,X∗)‖x− z‖α + ‖gn‖Ċ0,α(X,R)‖x− z‖α sup

X
‖Dϕ‖∗.

All the factors that multiply the term ‖x− z‖α are finite by the properties of ϕ and gn.
As concerns the second function x 7→ ϕ(x)Dgn(x), its α-Hölder continuity is verified in a very

similar way, this time using Remark 3.9 for ϕ and that Dgn is bounded (as gn is Lipschitz) and
α-Hölder continuous.

We conclude that (hn)n → g uniformly, with (hn)n ∈ C1,α
bs (X) and lim supn Lip(hn) < ∞. By

Lemma 3.2, we have ‖hn − g‖Ċ0,ω(X) → 0 as well. Therefore, we can find h ∈ C1,α
bs (X) with

‖h− g‖Ċ0,ω(X) ≤ ε, and thus ‖h− f‖Ċ0,ω(X) ≤ 2ε.

We have shown the inclusion V̇C
0,ω

(X) ⊂ C1,α
bs (X)

Ċ0,ω(X)
. For the reverse inclusion, observe that

if f ∈ C1,α
bs (X), then Df : X → X∗ is α-Hölder and with bounded support, and so Df is bounded
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in X. Because Lipschitz functions with bounded support are contained in V̇C
0,ω

(X), which is closed

under limits with respect to the Ċ0,ω(X) seminorm, the reverse inclusion holds. �

Remark 3.11. We exhibit some examples of classical spaces that are covered by Theorem 3.10.

(1) If X = Lp, for 1 < p <∞, then (33) holds for αp = p − 1 when p ≤ 2 and for αp = 1 when
p ≥ 2; for a proof see [6, Corollary V.1.2]. By Theorem 3.10, this gives rise to approximations

of V̇C
0,ω
small(X) and V̇C

0,ω
(X) by Lipschitz functions of class C1,αp(X).

(2) If X is a Hilbert space (separable or not), then (33) holds as an identity for α = 1 and
C = 2 (the parallelogram law), and so Theorem 3.10 gives C1,1 approximations:

(i) V̇C
0,ω
small(X) = C1,1(X) ∩ Lip(X) ∩ Ċ0,ω(X)

Ċ0,ω(X)
,

(ii) V̇C
0,ω

(X) = C1,1
bs (X)

Ċ0,ω(X)
.

3.3. Approximation of Banach-valued mappings from c0. For an arbitrary set of indices A,
the space c0(A) consists of those elements x = (xα)α∈A ∈ R

A such that for every ε > 0, there exists
a finite subset S = Sx ⊂ A so that |xα| ≤ ε, whenever α ∈ A \ S. We equip c0(A) with the norm
‖(xα)α∈A‖∞ := supα∈A |xα| and this results in a Banach space.

Given x = (xα)α∈A and α ∈ A, we denote the projection (x)β = ((xα)α∈A)β := xβ ∈ R; and for
every finite subset S ⊂ A, we denote

PS : c0(A) → c00(A), PS(x) =
∑

α∈S

xαeα,

where eα is the element of c0(A) that satisfies (eα)β = δα,β, for every β ∈ A.
Theorem 3.12 (Approximation in c0(A)). For an arbitrary set of indices A, let X = c0(A), and
let Y be a Banach space. Then, the following hold:

(i) C∞(X,Y ) ∩ V̇C
0,ω
small(X,Y )

Ċ0,ω(X,Y )

= V̇C
0,ω
small(X,Y ),

(ii) C∞
bs (X,Y ) ∩ V̇C

0,ω
(X,Y )

Ċ0,ω(X,Y )

= V̇C
0,ω

(X,Y ).

Moreover, in the particular case Y = R, the approximation can be taken to be Lipschitz:

(i) C∞(X) ∩ Lip(X) ∩ Ċ0,ω(X)
Ċ0,ω(X)

= V̇C
0,ω
small(X),

(ii) C∞
bs (X) ∩ Lip(X)

Ċ0,ω(X)
= V̇C

0,ω
(X).

One step in our proof of Theorem 3.12 will rely on the construction by Hájek and Johanis
[9, Theorem 1] (stated for Lipschitz functions), to obtain the C∞ approximation on c0(A). However,

the verification Ċ0,ω convergence after our V̇C
0,ω
small condition will require more work.

Following [9] we first construct an approximation that locally depends only on a finite number of
coordinates.

Lemma 3.13. Let f ∈ V̇C
0,ω
small(X,Y ) and ε > 0. Then, there exists g ∈ V̇C

0,ω
small(X,Y ) and r > 0

so that ‖g− f‖Ċ0,ω(X,Y ) ≤ ε, and for every x ∈ X, there exists a finite subset S = Sx of A for which

g(z) = g(PS(z)), whenever z ∈ B(x, r).
Moreover, if f has bounded support (resp. Lipschitz), then the above g has bounded supported

(resp. Lipschitz) too.

Proof. Let f ∈ V̇C
0,ω
small(X,Y ) and ε > 0, let δ > 0 be so that

sup
‖u−v‖≤δ

‖f(u)− f(v)‖Y
ω(‖u− v‖) ≤ ε

2
. (38)
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By ω(0) = 0, we find r > 0 so that 2ω(r)‖f‖Ċ0,ω(X,Y ) ≤ εω(δ). Let us define

ϕ : R → R, ϕ(t) =







t+ r if t ≤ −r,
0 if −r ≤ t ≤ r,

t− r if t ≥ r,

and

φ : X → X, φ(x) = φ((xα)α∈A) = (ϕ(xα))α∈A.

As clearly ϕ is 1-Lipschitz, it is immediate that φ is 1-Lipschitz. Also, it is immediate that ‖f − f ◦
φ‖Y ≤ ω(r)‖f‖Ċ0,ω(X,Y ). Defining g := f ◦ φ, we have g ∈ V̇C

0,ω
small(X,Y ), by virtue of Lemma 2.2.

If x, z ∈ X are such that ‖x− z‖ ≤ δ, then ‖φ(x)− φ(z)‖ ≤ δ and so

‖g(x) − g(z)‖Y = ‖f(φ(x)) − f(φ(z))‖Y ≤ ε

2
ω(‖φ(x) − φ(z)‖) ≤ ε

2
ω(‖x− z‖).

This estimate, in combination with (38), yields,

sup
‖x−z‖≤δ

‖(f − g)(x)− (f − g)(z)‖Y
ω(‖x− z‖) ≤ ε

2
+
ε

2
= ε.

On the other hand, the choice of r permits to estimate by

sup
‖x−z‖≥δ

‖(f − g)(x) − (f − g)(z)‖Y
ω(‖x− z‖) ≤ 2‖f − g‖∞

ω(δ)
≤

2ω(r)‖f‖Ċ0,ω(X,Y )

ω(δ)
≤ ε.

We have shown that ‖f − g‖Ċ0,ω(X,Y ) ≤ ε.

Now, if x ∈ X = c0(A), then (by definition) there exists a finite subset S = Sx such that if
α ∈ A \ S, then |xα| ≤ r/2. Then, for z ∈ B(x, r/2) and for each α ∈ A \ S it follows that
|zα| ≤ r, implying that ϕ(zα) = 0. It follows for z ∈ B(x, r/2) that φ(z) = φ(PS(z)) and hence that
g(z) = g(PS(z)).

For the second part, suppose there exists R > 0 so that f(x) = 0 for all ‖x‖ ≥ R. If ‖z‖ ≥ R+ r,
then |zα0

| ≥ R+ r for some α0 ∈ A. Consequently

‖φ(z)‖ = sup
α∈A

|ϕ(zα)| ≥ |ϕ(zα0
)| ≥ |zα0

| − r ≥ R,

and thus g(z) = f(φ(z)) = 0. Finally, if f is Lipschitz, then clearly g = f ◦ φ is Lipschitz.
�

Proof of Theorem 3.12. In the proof of part (i), by Lemma 3.13, given a fixed r > 0, it is enough

to approximate functions g ∈ V̇C
0,ω
small(X,Y ) with the property that for every x ∈ X, there exists

finite Sx ⊂ A such that g(z) = g(PSx(z)), for all z ∈ B(x, 2r).
Given ε, let δ > 0 be so that

‖g(u) − g(v)‖Y ≤ εω(‖u− v‖), whenever ‖u− v‖ ≤ δ. (39)

Moreover, for 0 < η < min(r, ε) small enough (more precisely, so that ω(η) ≤ εω(δ)/(1+‖g‖Ċ0,ω )),
let θ : R → R be an even C∞ smooth non-negative function such that

´

R
θ = 1 and θ = 0 on

R \ [−η, η]. For every finite set F ⊂ A, and x ∈ X, we define the Bochner integral

hF (x) :=

ˆ

[−η,η]|F |

g
(

x−
∑

α∈F

tαeα

)

∏

α∈F

θ(tα) dλ|F |(t), (40)

where λ|F | is the Lebesgue measure on R
|F |.
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Because g(z) = g(PSx(z)) for all z ∈ B(x, 2r), the fact that η < r implies that hSx = hSx ◦ PSx

on the ball B(x, r). Therefore

hSx(z) =

ˆ

[−η,η]|Sx|

g
(

PSx(z)−
∑

α∈Sx

tαeα

)

∏

α∈Sx

θ(tα) dλ|Sx|(t), z ∈ B(x, r).

Since g ∈ Ċ0,ω(X,Y ) and PSx is 1-Lipschitz, the function z 7→ (g ◦ PSx)(z) belongs to Ċ0,ω(X,Y ),
implying that z 7→ (g ◦ PSx)(z) is uniformly continuous on X. Therefore, by the previous formula,
B(x, r) ∋ z 7→ hSx(z) is a finite dimensional smooth mollification (in the Bochner sense) with a
uniformly continuous mapping, which shows that hSx ∈ C∞(B(x, r), Y ). Moreover, using Fubini’s
theorem, one can easily check that if F ⊂ A is finite and F ⊃ Sx, then also hF = hSx on B(x, r).
This enables us to define the desired mapping h : X → Y in the following manner. Given x ∈ X, let
Sx ⊂ A be the subset described above, and define h(x) := hSx(x). Moreover, ordering the collection
of finite subsets F(A) of A by inclusion, the pointwise limit of the net {hS}S∈F(A) is exactly h.

Now, for every fixed ball B(x, r) and z ∈ B(x, r), let F = Sx ∪Sz. By the definition of h and the
above mentioned properties, we derive

h(z) = hSz(z) = hF (z) = hSx(z).

Since z 7→ hSx(z) is of class C∞(B(x, r), Y ), the above yields h ∈ C∞(X,Y ). All these properties
were stated and proved in [9, Lemma 6].

We next show that h ∈ V̇C
0,ω
small(X,Y ). Given any two points x, z ∈ X, let Sx, Sz ⊂ A be the

finite subsets associated with x and z, and set S = Sx ∪ Sz. Since h(x) = hS(x) and h(z) = hS(z)
we have

‖h(x) − h(z)‖Y =
∥

∥

∥

ˆ

[−η,η]|S|

(

g
(

x−
∑

α∈S

tαeα
)

− g
(

z −
∑

α∈S

tαeα
)

)

∏

α∈S

θ(tα) dλ|S|(t)
∥

∥

∥

Y

≤
ˆ

[−η,η]|S|

∥

∥

∥
g
(

x−
∑

α∈S

tαeα
)

− g
(

z −
∑

α∈S

tαeα
)

∥

∥

∥

Y

∏

α∈S

θ(tα) dλ|S|(t)

≤ sup
u,v∈X,

‖u−v‖=‖x−z‖

‖g(u) − g(v)‖Y ,

(41)

bearing in mind that
´

[−η,η]|S|

∏

α∈S θ(tα) dλ|S|(t) = 1. It follows immediately from the bound (41)

that ‖h‖Ċ0,ω(X,Y ) ≤ ‖g‖Ċ0,ω(X,Y ) and h ∈ V̇C
0,ω
small(X,Y ). Now if ‖x − z‖ ≤ δ, then together (41)

and (39) give

‖(g − h)(x) − (g − h)(z)‖Y ≤ ‖g(x) − g(z)‖Y + ‖h(x) − h(z)‖Y ≤ 2εω(‖x − z‖).
Hence to verify ‖g− h‖Ċ0,ω(X,Y ) ≤ 2ε, it remains to check the case ‖x− z‖ ≥ δ. To do so, let us see

that supX ‖g − h‖ ≤ εω(δ). Indeed, if x ∈ X and S = Sx, then again h(x) = hSx(x), and we obtain

‖h(x)− g(x)‖Y ≤
ˆ

[−η,η]|S|

∥

∥

∥
g
(

x−
∑

α∈S

tαeα

)

− g(x)
∥

∥

∥

Y

∏

α∈S

θ(tα) dλ|S|(t)

≤ ‖g‖Ċ0,ω(X,Y )

ˆ

[−η,η]|S|

ω
(∥

∥

∥

∑

α∈S

tαeα

∥

∥

∥

)

∏

α∈S

θ(tα) dλ|S|(t)

≤ ‖g‖Ċ0,ω(X,Y )ω(η) ≤ εω(δ),

where we chose η small enough in the beginning of the proof for the last bound to hold. Now, if
x, z ∈ X are such that ‖x− z‖ ≥ δ, then

‖(g − h)(x) − (g − h)(z)‖ ≤ 2 sup
X

‖g − h‖ ≤ 2εω(δ) ≤ 2εω(‖x − z‖).
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We conclude that ‖g − h‖Ċ0,ω(X,Y ) ≤ 2ε and complete the proof of Theorem 3.12(i).

For part (ii), given f ∈ V̇C
0,ω

(X,Y ), by Theorem 1.4, we approximate f , in the Ċ0,ω(X,Y )-

seminorm by a g ∈ V̇C
0,ω
small(X,Y ) with bounded support. By Lemma 3.13, we can assume that for

every x ∈ X there exists a finite S = Sx such that g = g ◦ PS on B(x, r), and for a uniform fixed
r > 0. Let us next check that the approximation h from part (i) has bounded support. Let R > 0
be so that g is zero on X \B(0, R). Assume that ‖x‖ ≥ R+ η. There exists a finite set S = Sx ⊂ A
so that h(x) = hS(x). Now, for t = (tα)α∈S ∈ [−η, η]|S|, there holds that

∥

∥

∥
x−

∑

α∈S

tαeα

∥

∥

∥
≥ ‖x‖ −

∥

∥

∥

∑

α∈S

tαeα

∥

∥

∥
≥ ‖x‖ − η ≥ R

and thus

h(x) = hS(x) =

ˆ

[−η,η]|S|

g
(

x−
∑

α∈S

tαeα

)

∏

α∈S

θ(tα) dλ|S|(t) = 0.

The proof of Theorem 3.12(ii) is now complete.

Finally, in the particular case Y = R, let us establish the desired Lipschitz approximations. Let

f ∈ V̇C
0,ω
small(X) be the function to be approximated. By Theorem 3.3 we can assume that f is

Lipschitz, and by Lemma 3.13, there is a Lipschitz approximation g of f , with g locally depending
only on a finite number of coordinates around each ball of fixed radius r > 0. Repeating the
construction of h ∈ C∞(X, ), we immediately see from the estimate (41), that h is Lipschitz, and

in fact Lip(h) ≤ Lip(g). Because any Lipschitz mapping in Ċ0,ω(X) belongs to V̇C
0,ω
small(X), by the

condition (3), the identity in (i) now follows at once.

As for approximation of an f ∈ V̇C
0,ω

(X), we apply Theorem 3.3 to reduce matters to f ∈
Lipbs(X). Then the function g of Lemma 3.13 can be taken Lipschitz and with bounded support, and
so can the function h we constructed in (i) and (ii) of the present theorem. Thus h ∈ C∞

bs (X)∩Lip(X)

approximates f in the Ċ0,ω(X) seminorm. Because any Lipschitz mapping with bounded support

belongs to V̇C
0,ω

(X), the identity in (ii) now follows at once.
�

For the particular case of A = {1, . . . , n}, c0(A) becomes R
n with the supremum norm, which

is of course equivalent with the usual Euclidean setting. Theorem 3.12 then has the following
consequence.

Corollary 3.14. Let Y be an arbitrary Banach space. Then:

(i) C∞(Rn, Y ) ∩ Ċ0,ω(Rn, Y )
Ċ0,ω(Rn,Y )

= V̇C
0,ω
small(R

n, Y ),

(ii) C∞
c (Rn, Y )

Ċ0,ω(Rn,Y )
= V̇C

0,ω
(Rn, Y ).
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