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# A Remark on the Alternative Expectation Formula 

## Liang Hong

Students in their first course in probability will often see the expectation formula for nonnegative continuous random variables in terms of the survival function. The traditional approach for deriving this formula (using double integrals) is wellreceived by students. Some students tend to approach this using integration by parts, but often get stuck. Most standard textbooks do not elaborate on this alternative approach. We present a rigorous derivation here. We hope that students and instructors of the first course in probability will find this short note helpful.
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## 1. INTRODUCTION

For a nonnegative continuous random variable $X$ with finite mean, its expectation is given by

$$
\begin{equation*}
E[X]=\int_{0}^{+\infty} x f(x) d x \tag{1}
\end{equation*}
$$

where $f(x)$ is the density of $X$. Here and throughout, we follow Ross (2010) and use continuous random variables to refer to random variables with absolutely continuous densities.

Equation (1) is usually given as a definition in a first course in probability, that is, the introductory calculus-based probability. In the same course, students will often encounter an alternative formula:

$$
\begin{equation*}
E[X]=\int_{0}^{+\infty} S(x) d x \tag{2}
\end{equation*}
$$

where $S(x)=P\{X>x\}$ is the survival function of $X$. We usually give Equation (2) as an in-class exercise or a homework assignment. Standard textbooks widely used in English-speaking countries such as Bean (2001), Dudewicz and Mishra (1988), Feller (1968), Hoel, Port, and Stone (1971), Hogg, McKean,

[^0]and Craig (2012), Ross (2010), and Wackerly, Mendenhall, and Scheaffer (2007) often derive Equation (2) from (1) using double integrals:
\[

$$
\begin{aligned}
E[X] & =\int_{0}^{+\infty}\left(\int_{0}^{x} d y\right) f(x) d x \\
& =\int_{0}^{+\infty} \int_{y}^{\infty} f(x) d x d y \\
& =\int_{0}^{+\infty} S(y) d y .
\end{aligned}
$$
\]

We found this approach is well-received by the students. Nonetheless, each time we taught this class, some students tried to proceed as follows:

$$
\begin{align*}
E[X] & =-\int_{0}^{+\infty} x d S(x), \\
& =-\left.\lim _{x \rightarrow \infty} t S(t)\right|_{0} ^{x}+\int_{0}^{+\infty} S(x) d x \\
& =\int_{0}^{+\infty} S(x) d x \tag{3}
\end{align*}
$$

This integration-by-parts approach seems to be plausible. However, a close scrutiny of Equation (3) reveals that $\lim _{x \rightarrow \infty} x S(x)=$ 0 used in the third equality is unjustified. We always asked students to provide a full justification for this if they employed this approach. We found our students often had difficulty giving a tenable argument. Some students simply relied on intuition and failed to recognize the need to justify it. Some believed the survival function $S(x)$ decays faster than the linear term $x$ as $x \rightarrow \infty$; but they couldn't give a rigorous argument. Quite a few took recourse to L'Hospital rule as follows:

$$
\begin{aligned}
\lim _{x \rightarrow \infty} x S(x) & =\lim _{x \rightarrow \infty} \frac{S(x)}{\frac{1}{x}} \\
& =\lim _{x \rightarrow \infty} \frac{-f(x)}{-\frac{1}{x^{2}}} .
\end{aligned}
$$

However, they couldn't continue from here. After they failed to supply a correct justification, some students started to question the validity of the approach given by Equation (3). Others tend to believe they will need some heavy machinery from advanced probability for a rigorous argument.

Indeed, Equation (3) is correct and $\lim _{x \rightarrow \infty} x S(x)=0$ can be justified using calculus only. Note that many textbooks on advanced probability such as Billingsley (1995), Chow and Teicher
(1997), Chung (2001), Loève (1977), and Shiryaev (1995) do not give a rigorous argument for Equation (3) in the measuretheoretic setting. We hope students and teachers will benefit from the discussion in this note.

## 2. THE CORRECT ARGUMENT

We first remark that the integration-by-parts approach is not novel. This idea is widely used in harmonic analysis to study the maximal function. Indeed, the survival function $S(x)$ of a nonnegative random variable $X$ is a special case of the distribution function in harmonic analysis. [Note that the distribution function in harmonic analysis is different from the distribution function in probability.] Interested readers can consult Stein (1970), Stein (1993), and Zhou (1999) for more details. Using a standard argument in harmonic analysis, one can argue that $\lim _{x \rightarrow \infty} x S(x)=0$ as follows: Let $P$ be the distribution of $X$. Then

$$
\begin{equation*}
0 \leq x P\{X>x\} \leq \int_{\{X>x\}} X d P \tag{4}
\end{equation*}
$$

Since $X$ has finite mean, $\lim _{x \rightarrow \infty} x S(x)=0$ follows from the absolute continuity of the integral. [See, for example, Royden (1988) or Hewitt and Stromberg (1965).]

However, students in the first course in probability usually don't have any background in analysis. Hence, the above argument can only serve as a reference for instructors. For students, we need to give a calculus-based argument. Such an argument can be easily "translated" from Equation (4). Specifically, we have

$$
0 \leq x S(x)=x P\{X>x\}=x \int_{x}^{\infty} f(t) d t \leq \int_{x}^{\infty} t f(t) d t
$$

The conclusion follows by taking $x \rightarrow \infty$.
Remark. Following the same line of reasoning, one can show that $\lim _{x \rightarrow \infty} x^{k} S(x)=0$ for any positive integer $k$, provided $X$ has finite $k$ th moment, that is, $E\left|X^{k}\right|<\infty$. This will lead to the following alternative $k$ th moment formula:

$$
\begin{equation*}
E\left[X^{k}\right]=k \int_{0}^{+\infty} x^{k-1} S(x) d x \tag{5}
\end{equation*}
$$

Obviously, Equation (2) is a special case of Equation (5). Indeed, Equation (5) is just a special case of a well-known property of the
distribution function in harmonic analysis. [See, for example, Stein (1970).]
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