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Censored and Truncated Data

• An observation is right censored at y:
Unit is in our data, we know T > y.
Contribution to L: P (T > y) = R(y).

• An observation is left censored at y:
Unit is in our data, we know T < y.
Contribution to L: P (T < y) = F (y).

• An observation is right truncated at y:
Unit is in our data only if T ≤ y. We do not know about the
units with T > y.
Contribution to L of observed failure at t:
∆−1P (t ≤ T ≤ t+∆|T ≤ y) ≈ f(t)/F (y).

• An observation is left truncated at y:
Unit is in our data only if T ≥ y. We do not know about the
units with T < y.
Contribution to L of observed failure at t:
∆−1P (t ≤ T ≤ t+∆|T ≥ y) ≈ f(t)/R(y).
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Examples of left truncation:

• Ultrasonic inspection of material. Signal amplitude only trusted
when above limit τ . Condition for being in the data set is
T > τ .

• Life data with pretest screening. Electronic component is
burn-in tested for 1000 hours. Only the ones that passed this
test are observed later. The number of components failing
at burn-in is unknown. Condition for being in the data set is
T > 1000.

Example of right truncation:

• Casting for automobile engine mounts. Pore size distribution
below 10 microns only are recorded (other units are immedi-
ately discarded). Condition for being in the data set is T < 10
microns.

• Study group of individuals with AIDS diagnosis before July 1,
1986, and known date of HIV-infection (due to blood-transfu-
sion). Let Ti = time from HIV-infection to AIDS diagnosis for
ith individual. Then condition for being in the data set is that
Ti ≤ vi where vi is time from HIV-infection of the ith individual
to July 1, 1986. (Kalbfleisch and Lawless, 1989)
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COMPUTER PROGRAM
EXECUTION TIME vs SYSTEM LOAD

Data: 17 observations of (T,x)

• Time to complete a computationally intensive task.

• Information from the Unix uptime command

• Predictions needed for scheduling subsequent steps in a multi-
step computational process.

Seconds (T) Load (x) Seconds (T) Load (x)
123 2,74 110 ,60
704 5,47 213 2,10
184 2,13 284 3,10
113 1,00 317 5,86
94 ,32 142 1,18
76 ,31 127 ,57
78 ,51 96 1,10
98 ,29 111 1,89
240 ,96
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Covariates (explanatory variables) for failure
times

Useful covariates explain/predict why some units fail quickly and
some units survive a long time:

• Continuous variables like stress, temperature, voltage, and
pressure.

• Discrete variables like number of hardening treatments or
number of simultaneous users of a system.

• Categorical variables like manufacturer, design, and location.

Regression model relates failure time distribution to covariates x =
(x1, . . . , xk):

P (T ≤ t) = F (t) = F (t;x)
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Why regression models?

• Want to find factors which explain the reliability of an item

• Want to exclude factors which do not influence the reliability

• Obtain new knowledge about failure mechanisms

• Make better predictions for reliability of an item
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Computer data
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Computer data
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Row Pseudo- k-Cycles Status (1=failed, 0=censored)
stress

i s Y C DATA DESCRIPTION:
1 80,3 211,629 1 Low-Cycle Fatigue Life of Nickel-Base
2 80,6 200,027 1 Superalloy Specimens
3 80,8 57,923 0 (in units of thousands of cycles
4 84,3 155,000 1 to failure).
5 85,2 13,949 1
6 85,6 112,968 0 Data from Nelson (1990):
7 85,8 152,680 1
8 86,4 156,725 1 SUPER ALLOY DATA
9 86,7 138,114 0

10 87,2 56,723 1
11 87,3 121,075 1
12 89,7 122,372 0
13 91,3 112,002 1
14 99,8 43,331 1
15 100,1 12,076 1
16 100,5 13,181 1
17 113,0 18,067 1
18 114,8 21,300 1
19 116,4 15,616 1
20 118,0 13,030 1
21 118,4 8,489 1
22 118,6 12,434 1
23 120,4 9,750 1
24 142,5 11,865 1
25 144,5 6,705 1
26 145,9 5,733 1
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Plot of Y vs s
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Plot of log(Y) vs log(s)
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ESTIMERT KOVARIANSMATRISE FOR (β̂0, β̂1, β̂2, σ̂)

3860,37 -1649,17 175,82 -0,80
-1649,17 704,70 -75,15 0,33

175,82 -75,15 8,02 -0,03
-0,80 0,33 -0,03 0,23
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