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■ Abstract Chemical analysis at high spatial resolution is the domain of analytical
transmission electron microscopy. Owing to rapid instrumental developments during
the past decade, electron energy-loss spectroscopy offers now a spatial resolution close
to 0.1 nm and an energy resolution close to 0.1 eV. This development has been ac-
companied by the introduction of numerous new techniques and methods for data
acquisition and analysis, which are outlined in the present article. Recent results for a
wide range of material systems are addressed. These comprise first-principles calcula-
tions, which have contributed to enormous progress in the calculation of near-edge fine
structures, and fingerprinting methods, which are still important for the interpretation
of experimental data.

INTRODUCTION

In ancient times the development of new materials took place on a time-scale of
thousands of years. This long time-scale was not only related to the lack of appro-
priate processing techniques (e.g., high temperatures) but also to the ignorance of
the nature of materials. The discovery of the light microscope in the late sixteenth
century by the Dutch optician Zacharias Janssen offered the possibility to study
the outer shape of small pieces of materials. However, it was not before the late
nineteenth century that the microscope was used to study the polycrystalline mi-
crostructure of metals (1). Although the majority of the elements of the periodic
table were already known at this time, the internal structure of materials was un-
known. Suitable experimental techniques were invented some decades later [X-ray
diffraction (2) and electron diffraction (3)] that made structural analysis of the in-
terior of materials possible. Shortly after, the electron microscope was developed
(4), which soon offered a spatial resolution superior to optical microscopes. An-
other 15 years passed until it was possible to prepare sections from materials thin
enough for the transmission of fast electrons (5, 6). This was the advent of spa-
tially resolved characterization of materials. The ongoing technical improvement
of transmission electron microscopes (TEMs) has nowadays reached the level of
atomic resolution.
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Electrons can not be used only for imaging. Along their path through the spec-
imen, many electrons undergo inelastic scattering processes which result in an
energy loss. Relaxation processes can lead to the emission of characteristic X-ray
quanta, Auger electrons, or light. It is these inelastic processes that make chemical
analysis of materials possible in the TEM. These electron spectroscopic methods
are the main scope of this article. However, numerous other techniques make use
of the Z-dependence of elastic scattering (Z contrast), of phase shifts of electrons
passing the specimen (electron holography), of chemically sensitive Bragg reflec-
tions (high-resolution TEM), or of the intensity of atom columns in high-resolution
TEM micrographs. All these methods therefore contain chemical information, al-
though less direct than found in spectroscopic measurements, but in some cases
with a spatial resolution that is difficult to achieve by spectroscopy. Therefore, the
potentials of these methods are also shortly addressed.

THE ELECTRON MICROSCOPE

The Electron Source

Apart from a long lifetime, the main requirements of the electron source are high
brightness (electron current density per solid angle) and small spread of the kinetic
electron energy. This requires materials with a small work function. Modern TEMs
are equipped with either LaB6 or field emission guns (FEGs) (Table 1). LaB6

filaments offer a high current, but the brightness is by three orders of magnitude
lower than that of FEGs. Whereas the high current is well suited for energy-filtering
TEM (EFTEM), the low brightness leads to impractically small currents if a small
electron probe of nanometer size is formed. This is the domain of field-emission
sources, which consist of pointed tungsten wires exposed to a high electric field.
In the case of heated FEGs (Schottky emitters), the tip of the wire is coated with
ZrO2. Cold FEGs have the main advantage of a small energy spread and a very
long lifetime, but the total current is small and the long-term current stability is
poor.

TABLE 1 Parameters of different electron emitters

Field emission source (W)
LaB6 Schottky type Cold

Brightness (Acm−2 sr−1)
(at 100 kV)

106 108–109 107–109

Energy spread (eV) 0.7–0.9 0.7–0.9 0.3–0.5

Total current (nA) 500 300 3

Current density (Acm−2) 10 105 104–105
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In order to improve the energy spread of the source, monochromators have
recently been introduced. There are two basic approaches: the Wien filter with
crossed electric and magnetic fields and the electrostatic Omega filter. Both types
improve the energy width to about 0.2 eV at a yet acceptable beam current of
several 100 pA. The single Wien filter limits the probe size to about 2 nm, whereas
there is no such limitation in the case of the Omega filter. This spatial aberration
of the Wien filter can be improved by using double Wien filters (7).

Electron Lenses

Owing to their electric charge, electrons can be deflected by electric or magnetic
fields. Modern electron microscopes are equipped with round magnetic lenses. The
magnetic flux (typically of the order of 1 T) is concentrated in a narrow circular gap
between two pole pieces. Because the focal length of such lenses is of the order of
millimeters, the specimen is immersed in the magnetic field. This is done by using
a long specimen rod that is inserted either into the pole piece gap (side-entry lens)
or from the top of the lens (top-entry lens). The former offers more flexibility for
in situ experiments (heating, cooling, straining, etc.), the latter is less influenced
by external influences such as variation of room temperature and air pressure, or
noise.

Round magnetic lenses suffer from severe aberrations, which are the resolution-
limiting factor in TEMs as long as other instabilities are small (e.g., those of lens
currents, high voltage, external vibrations, or AC electric and magnetic fields).
Because the strongest aberration is the spherical aberration (aberration coefficient
Cs), a longstanding dream of TEM was the implementation of Cs correctors. Owing
to the need for high mechanical precision and lens current stability, as well as
for computer control, this was achieved in only the past decade (8, 9), mostly
on the basis of suggestions by Rose (10, 11). In scanning TEM, the resolution-
limiting factor is the size of the focused electron probe. With use of Cs correctors,
probes below 0.1 nm can be achieved (12–14), and values below 0.1 nm were
recently demonstrated (15). An important advantage of Cs correctors is that larger
acceptance angles can be used that increase the probe current considerably. In
the TEM, Cs correctors allow for a much more straightforward interpretation of
high-resolution images. Recent examples (16) demonstrate how the application of
a negative Cs value simplifies the detection of light atoms.

Illumination Modes

In conventional TEMs the specimen is illuminated by an almost parallel electron
beam. The objective lens is used to form a magnified (intermediate) image of the
illuminated area, which is further magnified by postspecimen lenses onto the image
detector. Modern FEG-TEMs are often equipped with scanning coils that allow
the microscopes to be used in a second imaging mode, the scanning mode. In this
case the electron beam is focused on the specimen by the condenser lenses and the
objective-lens prefield. The small probe is scanned across the area of interest in the
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specimen plane. The image is obtained either (a) from electrons that have not been
scattered or are only under small angles or (b) from electrons that have undergone
large-angle scattering events. The first mode gives a bright-field image, the second
one an annular-dark-field image. If electrons are detected that were scattered under
angles above about 70–100 mrad, the second mode is called high-angle annular-
dark-field (HAADF) mode. Microscopes operating only in the scanning mode are
called scanning TEMs (STEMs). Some STEMs (e.g., the VG HB501) have no
lenses behind the specimen, which makes their design rather intuitive (Figure 1).

Important quantities for spectroscopy are the convergence angle, β, and the
collection angle, α, because they enter into the formulae for the partial inelastic
scattering cross-sections (see below). The convergence angle is defined as the half
angle of the cone illuminating the specimen. The collection angle is the maximal
scattering angle that is accepted by the spectrometer. In a dedicated STEM, β

is determined by the size of the objective aperture, whereas α is determined by
the size of the collection aperture. In TEMs and in STEMs with postspecimen
lenses the situation is more complicated because the postspecimen lenses have the

Figure 1 Electron beam path in a dedicated STEM. The objective aperture determines
the angular range of illumination of the specimen, whereas the collection aperture is
used to limit the angle of the scattered electrons entering the spectrometer.
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TABLE 2 How apertures determine the collection and convergence angles in EELS
in the case of a dedicated STEM and a TEM

STEM (with no
lenses after the TEM

specimen) Image mode Diffraction mode

Convergence
angle α

OA Condenser aperture Condenser aperture

Collection angle
β

CA OA The smaller of SEA
and OA (for SEA: β

depends on camera
length)

Selected area Probe size Size of image on
SEA, but affected by
chromatic aberration

SAD aperture or probe
size if beam is
focused

OA, objective aperture; CA, collection aperture; SEA, spectrometer entrance aperture; SAD, selected area aperture.

property of changing beam angles. In TEMs, one has further to distinguish between
image mode (image on fluorescent screen) and diffraction mode (diffraction pattern
on fluorescent screen). Table 2 shows how the apertures in the STEM and TEM
determine α and β. Note that for α > β, the geometrically given collection angle
should be replaced by an effective one (17) (see below).

Electron Spectrometers

Electron spectroscopy in the STEM was pioneered by Crewe et al. (18, 19). The
basic electron spectrometer type is the prism spectrometer (Figure 2). Electrons
are deflected by about 90◦ in a perpendicular static magnetic field. According to
the Lorentz force, the deflection angle depends on the electron velocity. Using
quadrupole lenses the electrons are focused in the energy-dispersive plane of the
spectrometer where a position-sensitive detector is located. This detector can be
an array of photodiodes or a charge-couple device (CCD), in both cases combined
with a suitable combination of a scintillator and a light-guide. The CCD has the
advantage of a better (electron-to-counts) conversion efficiency, better spatial reso-
lution (narrower point-spread function), and often a higher dynamic range (16 bit).
High conversion efficiency is important if the signal of interest is low. The spatial
resolution is directly linked with the energy resolution. A high dynamic range is
essential for the detection of the low-energy part of the energy-loss spectrum.

Energy Filters

The purpose of the energy filter is to form images from electrons that have suf-
fered a specific energy loss [energy-filtered TEM (EFTEM) or electron spec-
troscopic imaging (ESI)] (20). An energy filter consists of an electron spec-
trometer with a mechanical slit in the energy-dispersive plane that is used for
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Figure 2 Design of a magnetic prism electron spectrometer. Electrons of various
kinetic energies (depending on the energy losses they suffered within the specimen)
enter the spectrometer. Because the magnetic force acting on the electrons depends on
their velocity, an energy-loss spectrum is formed in the energy-dispersive plane. The
spectrum is recorded by a CCD array located in this plane.

the selection of the energy loss of interest (Figure 3). Behind the slit either an
energy-filtered image (or diffraction pattern) or an image of the energy-dispersive
plane [the electron energy-loss (EEL) spectrum] is formed by additional electron
lenses. These lenses can be considered as a second projector lens system of the
microscope.

There are basically two types of energy filters: the in-column filter and the post-
column filter. The in-column filter is a symmetric filter incorporated in the micro-
scope column below the usual projector lenses (Figure 3). Owing to the symmetry,
a number of aberrations vanish for this type of filter. The pre- and post-filter elec-
tron trajectories are parallel, which makes the in-column filter design an obvious
choice. However, a drawback is that an in-column filter cannot be attached to an
existing TEM column. This is possible with the postcolumn filter (21) which has a
90◦ design and thus lacks the symmetry of the in-column filter. The corresponding
higher number of aberrations is corrected by additional multipole lenses behind
the filter.

An energy filter can be characterized by its transmissivity, which is a measure
of the volume in phase-space that can be transferred (22, 23). A filter with a high
transmissivity accepts electrons with large angles with respect to the optical axis,
and it gives a large field of view even if narrow energy-selecting slits are used.
Unfortunately no round-robin tests have been performed yet in order to compare
the different filter designs.
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Energy-Dispersive X-Ray Detector

For the detection of characteristic X-rays, energy-dispersive semiconductor detec-
tors are used. Although they have a rather poor energy resolution, their detection
efficiency is far superior to wavelength-dispersive detectors, which is an important
requirement in the TEM owing to the low count rate. At present, mainly Li-drifted
silicon detectors are used. They have an energy resolution of about 140 eV at
5.9 keV. Using digital pulse-processors, count rates of 10,000 counts · s−1 can be
handled. Despite the poor energy resolution, energy-dispersive X-ray spectroscopy
(EDXS) is often used because quantification is more straightforward than in elec-
tron energy-loss spectroscopy (EELS) and the detection of high-Z elements is often
easier. However, the detection of low-energy quanta is considerably affected by
absorption effects in the specimen and in the detector window. Therefore, elements
of low atomic number should be more easily detected by EELS. A further disad-
vantage of EDXS spectrometers is the small collection solid angle (at most a few
tenths of a steradian). This is limited by the size of the detector crystal, as well as
by the specimen–detector distance.

Recently, microcalorimeters have been employed for the energy-dispersive de-
tection of X-rays. They measure the heat generated by the X-rays in a superconduct-
ing material (24, 25). The energy resolution is below 10 eV and thus comparable
to wavelength-dispersive spectrometers. However, the maximal count rate is lower
by a factor of 10 compared with that found with conventional EDXS detectors.
Furthermore, such detectors are at present extremely expensive. Figure 4 shows

Figure 4 Comparison of EDXS spectra of BaTiO3 obtained by a conventional semi-
conductor detector (broken line) and a microcalorimeter detector (solid line). Reprinted
from Wollmann et al. (24).
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the richness of information obtained with such detectors in comparison to that
obtained with semiconductor detectors (dashed line) (24).

Whereas calorimeters have the advantage of high-energy resolution, silicon drift
detectors offer a factor of 10 increase of count rate compared with that of Si(Li)
detectors (26). This makes very fast EDXS mapping possible if the count rate is
high enough. Furthermore, such detectors can be made with larger areas, which in-
creases the collection solid angles, probably by a factor of 2 or 3. The space required
for these large detectors becomes available in Cs corrected microscopes with large
pole-piece gaps. For reviews on EDXS analysis the reader is referred to (27, 28).

ELECTRON-SPECIMEN INTERACTION

The interaction of electrons with matter is much stronger than that of X-rays with
matter. This is a natural consequence of the electrical charge, and it is this strong
interaction that makes the study of small volumes of material possible and thus is
the basis for high spatial resolution. On the other hand, multiple scattering effects
often complicate quantitative analysis.

Electron Scattering

Although the total potential of an atom (generated by the charged nucleus and
the electron cloud) is responsible for the scattering process, one can distinguish
limiting cases (see Table 3) where the scattering center can be ascribed to a sin-
gle nucleus or an electron, or to a multiple of both. Because of the same mass,
electron–electron scattering leads to significant energy losses that makes this type
of scattering the most significant for analytical TEM. Because the electron–nucleus
interaction depends on the atomic number Z, it can also be used for chemical anal-
ysis. However, quantification is complicated in this case (see below).

TABLE 3 Interactions of electrons in a solid

Interaction of electron with Interaction of electron with

1 electron
Many
electrons 1 nucleus Many nuclei

Type of
scattering

Inelastic Inelastic (Quasi)
elastic

Elastic Inelastic

Scattering
effect

Electron
Compton
effect,
electron
excitation

Plasmon
excitation,
Cerenkov
effect

Rutherford
scattering,
phonon
scattering

Bragg
scattering

Bremsstrahlung

A
nn

u.
 R

ev
. M

at
er

. R
es

. 2
00

5.
35

:2
39

-3
14

. D
ow

nl
oa

de
d 

fr
om

 a
rj

ou
rn

al
s.

an
nu

al
re

vi
ew

s.
or

g
by

 U
ni

ve
rs

ity
 o

f 
T

ro
nd

he
im

 -
 N

T
N

U
 o

n 
04

/2
5/

07
. F

or
 p

er
so

na
l u

se
 o

nl
y.



27 Jun 2005 15:13 AR AR246-MR35-10.tex XMLPublishSM(2004/02/24) P1: KUV

ANALYTICAL TEM 247

Figure 5 (a) Scattering of an electron at a nucleus. (b) Initial (k0) and final
(k1) wave vector of an elastically scattered electron and momentum transfer q.

ELASTIC SCATTERING Let us assume an electron with kinetic energy E and velocity
v undergoing a scattering event with an atom of atomic number Z and atom mass
A (see Figure 5). The potential of the atom nucleus is screened by the surrounding
electrons. Therefore only approximate analytical expressions of the potential are
available. In the simple case of a Wentzel potential, which uses an exponential
decay of the potential with a decay length r0 (≈a0Z−1/3), the differential scattering
cross-section is given by

dσ

dΩ
≈ 4γ 2 Z2

a2
0k4

0

1(
θ2 + θ2

0

)2 . 1.

Here, a0 is the Bohr radius (0.0529 nm), γ = (1 − ν2/c2)−1/2, with c the speed
of light, and θ the electron scattering angle. k0 is the modulus of the wave vec-
tor of the incident electron. θ 0 = (k0r0)−1 is the characteristic angle for elastic
scattering.

In the limit of small impact parameter we obtain the expression for Ruther-
ford scattering. In this case, the scattering angle is large and in the extreme
case the electron is back scattered. The energy transfer to the atom can be of
the order of 10s or 100s of eV, which may be sufficient for a displacement of
the atom and thus to radiation damage (see below). This type of a scattering
event can no more be considered elastic. It is often neglected in TEM because of
the small scattering cross-section compared with that of other inelastic scattering
events.
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In crystalline materials elastic scattering can lead to the formation of strong
Bragg reflections, described as originating from the constructive interference of
spherical secondary electron waves emanating from the crystal atoms. An alterna-
tive approach is to solve the Schrödinger equation. The solution of the equation
in a periodic potential of a crystal is characterized by Bloch functions, which are
usually called Bloch waves in the case of fast incident electrons. Following the
solution for an atom potential, the Bloch waves are denoted as s-, p-type etc.,
depending on their symmetry. Whenever lattice planes are close to the Bragg
orientation certain Bloch waves are strongly excited, e.g., if k0 of the incident
electron wave is parallel to a row of atoms (zone axis orientation), electrons are
concentrated (“channelled”) in the vicinity of this atom row of positive ions. This
corresponds to an s-type Bloch wave. The strong excitation of certain Bloch waves
is correlated with an inhomogeneous electron distribution within the unit cell of
the crystal. Such conditions should be avoided for quantitative chemical analysis
unless it is done intentionally as in the ALCHEMI method (29, 30). In the case of
simultaneous Z-contrast imaging (see below) and EELS analysis along a zone axis,
one should be aware of artifacts that may arise owing to the channelling effect.

INELASTIC SCATTERING A typical spectrum of energy losses suffered by an elec-
tron penetrating through a thin slice of a material is shown in Figure 6. The zero-
loss peak includes all elastically scattered electrons, but also electrons with energy
losses less than the energy resolution of the TEM (mostly phonon scattering). The
energy-loss range up to about 100 eV is dominated by collective electron excita-
tions (plasmons), but it also contains interband transitions from the valence to the
conduction band (Figure 7). This regime includes the optical transitions and can
therefore be used for the determination of optical properties (17). At higher energy

Figure 6 Electron energy-loss spectrum of SrTiO3. The middle
and right parts of the spectrum are strongly magnified compared
with those in the low-loss spectrum.
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Figure 7 Electron transitions in a solid material. Core levels can
be considered as atomic-like levels, whereas the levels are band-like
near and above the Fermi level EF.

losses excitations from core levels to unoccupied states above the Fermi level are
found (Figure 7), which are superimposed on a background signal stemming from
the low-loss events. These core-level excitations lead to edge-like features with
an onset energy corresponding to the lowest unoccupied state. They are classified
according to the initial state of the excited electron (Figure 8). Because the initial

Figure 8 Classification of core transitions in EELS. Reprinted with permis-
sion from Williams & Carter (97).
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states are hardly modified from atomic levels even in a solid, the shape of the ab-
sorption edge is mainly determined by the density of unoccupied states (see below)
and thus includes information about the bonding state. Elemental concentrations
can be extracted from the area underneath the absorption edge.

According to Lenz (31) the differential inelastic cross-section for electron–
electron scattering can be written as (17)

dσi

d�
≈ 4γ 2 Z

a2
0q4

{
1 − 1[

1 + (qr0)2
]2

}
, 2.

with the scattering vector q2 = k2
0(θ2 + θ̄2

E ) (Figure 5). θ̄E = Ē/(γ m0ν
2) is a

scattering angle corresponding to a mean energy loss Ē and is usually denoted
as the characteristic angle for inelastic scattering. Because the majority of energy
losses is well below 100 eV, the characteristic angle is of the order of a few tenths
of a milliradian, which is much smaller than typical Bragg angles. This means that
the Lorentzian distribution of inelastic scattering is much more forward-directed
than elastic scattering. Note, however, that for high-energy losses the character-
istic scattering angle can be quite appreciable (e.g., 2.5 mrad at 	E = 1000 eV
for 200 keV electrons). In the limit of “ballistic electron–electron collisions” (or
electron Compton scattering (32, 33), a broad energy-loss peak occurs at high-
energy losses (Figure 9). Because such electrons are deflected under relatively large

Figure 9 Electron scattering intensity as a function of energy loss and scattering
angle. At large scattering angles, the Bethe ridge occurs. Reprinted with permission
from Egerton (17).
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angles (known as the Bethe ridge) (17), they are often not observed when low-angle
scattering is studied.

As can be seen from Equations 1 and 2, inelastic electron–electron scatter-
ing shows a weaker dependence on the atomic number than does elastic scatter-
ing. Therefore, the ratio of inelastic to elastic scattering is particularly strong for
light atoms and vice versa. In addition to electron–electron scattering, electron–
phonon interaction is an important contribution to inelastic scattering, especially at
high scattering angles. This contribution is particularly strong for heavy elements,
whereas for light elements electron–electron scattering dominates at high angles
(34).

Equation 2 describes the inelastic electron–electron scattering process as a
Rutherford-type scattering, which is modified for small scattering angles by the
second term in the bracket. In Equation 2 this factor is approximated by an empirical
expression. In a concise quantum-mechanical treatment (35, 36) this term contains
the probability that a crystal electron can be excited from an initial eigenstate ψi to
a final eigenstate ψ f, i.e., the transition-matrix element. Taking this into account,
Equation 2 can be rewritten as

dσi

dΩ
≈ 4γ 2

a2
0q4

∣∣∣∣∣
〈
ψ f

∣∣∣∣∣
∑

j

exp(iq · r j )

∣∣∣∣∣ ψi

〉∣∣∣∣∣
2

, 3.

where rj are the electron coordinates. The atomic number Z is now implicitly
included in the sum. In a solid, the unoccupied final states are not discrete energy
levels but can be described as energy bands with energy-dependent densities of
states (DOS). Hence, the DOS enters into Equation 3 as an energy-dependent
weighting factor. Because the initial states have discrete energies, the shape of
absorption edges in EELS is determined by the product of the transition-matrix
element and the density of unoccupied states. Schattschneider et al. (37) pointed
out that Equation 3 is valid only under kinematic scattering conditions. In the case
of strong excitations of Bloch waves, the expression has to be modified to the
so-called mixed dynamic form factor (38).

The sharpness of the features observed in EEL spectra is limited by three ef-
fects: (a) Although the core level energy is discrete, the energy-loss spectrum will
be broadened by the limited lifetime τ i of the initial state. In other words, the core
hole left behind by the excited electron is filled by other electrons from higher
energy levels, either directly or via emission of Auger electrons. According to
the uncertainty principle, the limited lifetime corresponds to a finite width of the
measured energy level. The core hole lifetime limitation has long been known
and was reported by Krause & Oliver and others (39–41) (Figure 10). The life-
time broadening owing to the core hole becomes stronger as Z increases and the
angular momentum decreases. (b) Second, further broadening occurs by the lim-
ited mean free path (typically a few nanometers) (see Figure 11) of the excited
electron, mainly by inelastic scattering events. This leads to a limited lifetime of
the excited electron and thus again to an energy broadening. This effect is zero
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Figure 10 Line widths of electron transitions due to the limited
lifetime of the core hole. Reprinted with permission from Krause &
Oliver (39).

Figure 11 Inelastic mean free path of electrons as a function of
their kinetic energy. Reprinted with permission from Egerton (17).
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for electrons excited just to the edge onset energy and increases with energy loss
(17). Well above the edge onset this effect dominates over the core-hole effect
and leads to the broad wiggles in the extended region of the absorption edge (ex-
tended energy-loss fine structure, EXELFS) (42). (c) Finally, the instrumentation
for the detection of the absorption edge can introduce a limitation to the energy
resolution.

For q · rj � 1, i.e., if the length of the scattering vector is small compared with
the average radius of the initial orbital, the exponential function in Equation 3
can be approximated by (1 + iq · rj), and higher-order terms can be neglected
(Dipole regime). The unity term cancels because the initial and final state wave
functions are orthogonal. The vector product is non-zero only if the symmetry
(angular momentum �) of initial and final states is different.1 In the case of dipole
transitions (	� = ±1), transitions from s- to p-states (e.g., K edges) or from
p- to d-states (e.g., L2,3-edges) are allowed. Therefore an absorption edge in
EELS can be described by a site- and angular-momentum-projected density of
states. The dipole selection rule may be violated if the DOS of dipole-forbidden
transitions is much higher than the dipole-allowed states (44–46). Essex et al.
(46) recommend not using the dipole approximation for energy losses below
50 eV. For low-energy losses the use of a small collection aperture (objective aper-
ture in the TEM) ensures that non-dipole transitions are excluded from the EEL
spectrum.

An alternative interpretation of the energy-loss spectrum is to consider it as
the dielectric response of the material to the impact of the incident electron. The
incident electron polarizes the material thus creating an electric field that acts back
on the electron. In this formulation, the differential inelastic cross-section is given
as (17)

dσi

dE
= 2 Im(−1/ε(E))

πa0m0ν2na
ln

[
1 +

(
β

θE

)2
]

, 4.

where ε(E) is the complex energy-dependent dielectric function, m0 the rest mass
of the electron, and na the atom density of the material. For a comparison with
the experiment, the measured EEL spectrum is deconvoluted to obtain the single-
scattering energy-loss function, ELF. This function compares with Equation 4
by ELF = I0nat(dσi/dE), where I0 is the intensity of the zero-loss peak and t
is the specimen thickness. Because t can be calculated from the ratio of the total
intensity of the spectrum and the zero-loss intensity, the dielectric function ε(E) can
be obtained from the EEL spectrum. The real and imaginary parts of the dielectric
function ε(E) = ε1(E) + iε2(E) can be obtained by a Kramers–Kronig analysis.
The real part is a measure of the polarizability of the material. The imaginary part

1A concise treatment of allowed and forbidden transitions, including the local symmetry
around the excited atom, is given by Nufer et al. (43).
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of ε(E) describes absorption effects and is directly related with the joint density of
states (JDOS) by

ε2 E ∝ JDOS ·
∑

i

|〈ψ f |νi |ψi 〉|, 5.

where the sum describes the matrix element. This means that for low-energy losses,
electron transitions from the valence to the conduction band are involved, i.e., the
DOS of both bands is important.

Each inelastic scattering process is not only related to an energy loss but also
to a change of the momentum of the scattered electron (Figure 12). This can be
an additional source of information about the material. However, in most EELS
experiments this dependence is not examined, and only electrons with scattering
angles ranging from zero to β are selected by the collection aperture. Experimen-
tally, larger scattering angles can be inspected by tilting the incident beam. From
Figure 12 it is easy to show that for small scattering angles θ

qII = k0
	E

2E0
and q⊥ ∼= k0θ. 6.

Figure 12 Electron wave vectors k0

and k1 and transferred momentum q in an
inelastic electron scattering event. The mo-
mentum transfer can be decomposed into
components parallel and perpendicular to
the incident electron.
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This means that for low-energy losses the momentum transfer is mainly perpen-
dicular to the incident electron momentum, whereas for high-energy losses the
parallel contribution can be quite appreciable.

Due to the scattering geometry and the limited size of the collection aperture
(STEM) or objective aperture (TEM), only a certain angular range of scattering
vectors enters the spectrometer, which can be used to obtain angle-resolved EEL
spectra. Leapman et al. (47) proposed a method that was subsequently called
the 45◦ method (48). The collection aperture is placed remote from the incident
beam direction such that the magnitude of the perpendicular (q⊥) and parallel (q‖)
components of the scattering vector q are equal (Figure 13). According to the
above equations this position depends on the studied energy loss. In addition, the
specimen is tilted so that a certain crystallographic direction c makes an angle of
45◦ with the incident electron beam. This means that the direction of the scattering
vector q is then parallel to this crystallographic direction. By displacing the aperture
to the opposite side of the incident beam, a spectrum with q perpendicular to this
direction is obtained. In an alternative technique proposed by Browning et al. (49),
EEL spectra are obtained with different collection angles. From these the parallel
and perpendicular components are extracted.

A method to increase the angular resolution was presented by Midgley (50).
After focusing the electron beam onto the specimen, the specimen is raised above
the original position thereby resulting in a diffraction pattern with very high mag-
nification (or angular resolution). Using a slit, a certain fraction of this pattern

Figure 13 Scattering geometry used in the
45◦ method in order to obtain momentum-
resolved EEL spectra (for details see text).
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(corresponding to a certain range of scattering vectors) is allowed to enter the
electron spectrometer. This permits direct imaging of the dispersion of features in
the low-loss regime of the EEL spectrum, which helps to disentangle the physical
origin of these features.

DATA ACQUISITION AND ANALYSIS IN EDXS AND EELS

The Signals Obtained by EDXS

The main advantage of EDXS over EELS is based on the fact that EDXS spectra
are composed of peaks on a relatively low background originating mainly from
bremsstrahlung. The removal of this rather smooth background is straightforward
either by applying the second derivative of the spectrum or by fitting an analytical
function to the background. Subsequently, peak intensities are determined by a fit
of either a Gaussian function or peaks obtained from library standards, which are
stored in a reference library in the computer. Although this library is often supplied
by the manufacturer, it may be advisable to use one’s own standards in order to
optimize the quantification results.

Other minor contributions to the background are more difficult to separate from
the real spectrum, such as

1. X-rays from areas not illuminated by the incident electron beam (e.g., from
the pole piece of the microscope lens or, if the specimen is placed on a grid,
from the grid material). These spurious X-rays can be excited by (back-)
scattered electrons or by X-ray fluorescence. This signal is minimized but
not eliminated by manufacturing the specimen stage from low-Z materials
such as Be. It is partly possible to extract the remaining background signal
by acquiring a hole spectrum where the incident electrons pass through the
TEM specimen hole.

2. Similar to the above, secondary X-rays, which can be excited within the
specimen itself.

3. Coherent bremsstrahlung, which can produce peaks in the bremsstrahlung
background with shapes similar to X-ray peaks but with energy positions
dependent on the energy of the incident electrons and the periodicity of
the crystal lattice along the path of the incident electrons (51). Coherent
bremsstrahlung is particularly strong if the crystalline material is oriented
close to zone axes. These peaks cannot occur in amorphous materials, but
they do occur in quasi-crystals (52).

Among the three contributions, X-ray fluorescence is probably the strongest
effect. However, the prerequisite of strong X-ray fluorescence is that the energies
of the original and fluorescing X-rays are close and that the original energy is the
higher one. An example would be a steel specimen containing Cr and Fe, where
Fe-K radiation can strongly excite Cr-K electrons. Clearly this effect changes the
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relative intensities of X-ray peaks in the spectrum and thus leads to wrong quanti-
tative results, especially when quantifying Cr composition in dilute Fe-Cr steels.
It is not trivial to consider this effect in quantification procedures because it de-
pends on the specimen geometry (also called geometric factor) (53). As mentioned
above, X-ray absorption within the specimen can be a major problem if low-energy
X-rays (<3 keV in typical TEM specimens) are used for quantification. Because
this effect depends on the specimen geometry, it is very difficult to correct for it
by means of spectrum-processing software. Despite this problem, methods have
been developed to consider the absorption effects in the analysis (e.g., 54, 55).
Apart from the low X-ray yield in low-Z materials, it is mainly this absorption
effect that makes EELS the preferred method in light-element analysis. Watanabe
(56) proposed a new quantification procedure (the ζ -factor method) in which ab-
sorption and fluorescence effects are incorporated. It might replace the traditional
Cliff–Lorimer method (57).

Signal Processing in EFTEM

Three images are sufficient to obtain a distribution map of a certain element: two
from the pre-edge energy-loss range and one image from the edge area (58, 59).
The pre-edge images are used for background subtraction (Figure 14). When crys-
talline materials are studied, a frequent problem is the preservation of diffraction
contrast in inelastic images (60–65, 67). If only the amplitudes of diffracted beams
are considered, this effect occurs when an area of the specimen is under strong

Figure 14 Three-window method used in EFTEM in order to obtain elemental dis-
tribution maps. Images using energy losses from the hatched areas are used for back-
ground subtraction. The signal is obtained from the third window above the edge onset.
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diffraction conditions and most of the electrons are scattered under angles that are
beyond the allowed range determined by the objective aperture. There are methods
such as beam rocking (68) that reduce the effect; however, this is at the expense
of lower intensity and thus a lower signal-to-noise ratio (SNR). The preservation
of diffraction contrast is particularly pronounced under conditions used for atom-
resolved imaging, i.e., zone-axis orientations of the crystal. Under such conditions,
Bragg diffraction is strongly pronounced and can be described by strongly excited
Bloch waves (see above). The spatial information contained in these Bloch states is
partly preserved even after an inelastic scattering process (69). Navidi-Kasmai &
Kohl (70) showed that the thicker the specimen the stronger the effect and that even
for thin specimens this effect cannot be prevented, which means that interpretation
of atomically resolved EFTEM images (71) is always difficult (see also below).

In order to reduce diffraction contrast in energy-filtered images the jump-ratio
method (58, 72, 73) can be used instead of the three-window method. In the jump-
ratio method only two images are acquired: those from energy losses below and
above the edge onset (Figure 15). In the ratio image, diffraction effects are elim-
inated because the elastic diffraction effect included in the two energy-loss win-
dows is almost the same due to their close proximity. Moore et al. (74) showed that
the elimination of diffraction contrast is not complete, particularly at low-energy
losses. In order to improve this, Crozier (59) suggested dividing ratio images by an
image taken at very low-energy loss. Unfortunately, ratio images give only qualita-
tive information about the chemical composition of the specimen, i.e., they cannot
be used for quantification.

Figure 15 Energy-loss windows used in the jump-ratio method.
The final image is obtained by a division of the dotted and hatched
windows. Background subtraction is not done in this case.
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Figure 16 Data cube used to illustrate the collected data in a three-dimensional way.
In a STEM, a full EEL spectrum is obtained from the illuminated area. In EFTEM,
a full image is obtained from electrons that have suffered certain energy losses. This
requires an energy filter as shown in Figure 2.

Acquisition of Data Series by EELS and EFTEM

The information content available from EELS or EFTEM can be represented
through use of the data cube (75) (Figure 16). The x- and y-axes determine the
lateral position of the investigated area and the z-axis is the energy-loss axis. In
a normal elemental map obtained by EFTEM, slices parallel to the x/y-plane are
obtained with thicknesses given by the width of the mechanical slit behind the
energy filter. An EEL spectrum obtained from a selected position on the specimen
corresponds to a line parallel to the z-axis. The entire data cube can be filled with
data in two ways (Figure 16).

STEM SPECTRUM IMAGING Subsequent EEL spectra are recorded in the STEM
from individual positions by scanning the focused electron beam (76–79). Each
EEL spectrum has the full energy resolution determined by the spectrometer and
the electron source. The acquisition time can be long. Owing to specimen drift,
image distortions can be introduced that are almost impossible to correct after the
data acquisition. The individual spectra can be analyzed after the acquisition using
standard EELS analysis software.

EFTEM IMAGE SPECTROSCOPY Images are recorded from electrons of subsequent
energy loss ranges. In this mode, each image contains the full image information;
however, this occurs at the expense of lower energy resolution in contrast to that
of the STEM approach (80–89). Post-acquisition specimen drift compensation is
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possible in this case, although it is complicated if strong contrast variations are
present in the images. Then image processing such as the application of Lapla-
cian filters may simplify the drift-compensation process (86). Using a combina-
tion of energy-filtered series of the low-loss region and of the core-loss region,
Mayer et al. (85) were able to obtain quantitative results by EFTEM image spec-
troscopy. This method was further developed by Thomas & Midgley (89) who ac-
quired an EFTEM series across a continuous energy range including the zero-loss
peak. This method makes full data analysis possible, including plural-scattering
deconvolution.

In order to compare the two approaches let us assume a data cube of dimension
N2 × M, i.e., the area of interest is divided into N × N pixels and the energy loss
range contains M elements. The acquisition time for each pixel in STEM is τ S, the
acquisition time of each energy-filtered image in EFTEM image spectroscopy is
τE. The total beam currents are IS and IE, respectively. If we want to have the same
statistics within each pixel (i.e., τS IS = τE IE/N 2), we need an M times higher
total current in EFTEM image spectroscopy than in EELS spectrum imaging. If
we assume a typical total current of 200 pA in EELS spectrum imaging and of 1
µA in EFTEM image spectroscopy, an area of 100 × 100 pixels would therefore
give a data cube with comparable statistics. The total acquisition time in EELS
spectrum imaging would be TS = N2 · τ S = (IE/IS) · τE ≈ 10,000 τE and in
EFTEM image spectroscopy TE = M · τE. Because typical values of M are well
below 10,000, EFTEM image spectroscopy is the faster approach. This example
shows that EFTEM image spectroscopy is superior if large areas with many pixels
are recorded, whereas EELS spectrum imaging has advantages for small pixel
numbers because the energy resolution does not depend on N. The total current
per pixel is τ S · IS (= τE · IE/N2 in the case of the same statistics as in EFTEM
image spectroscopy) in EELS spectrum imaging and M · τE · IE/N2 in EFTEM
image spectroscopy. Therefore, the total electron dose is larger by a factor of M in
EFTEM image spectroscopy. In the case of radiation-sensitive materials, M should
be small in EFTEM image spectroscopy.

A special technique to obtain a continuous series of EEL spectra along a line
was demonstrated by Reimer et al. (90) and was applied later on by several groups
(91–96). This so-called spectral profile technique makes use of a slit above the
energy filter oriented perpendicular to the energy-dispersive direction of the filter.
In the energy-dispersive plane of the filter an EEL spectrum is visible for each
position along the slit. The advantage of this technique is the simultaneous acqui-
sition of all data. Thus specimen drift or energy instabilities are almost negligible.
Walther (96) reported that for a TEM with high-energy stability and a high stability
of the spectrometer currents, chemical shifts of 0.01 eV should be detectable. An
interesting application of the method is the study of interfaces and grain boundaries
by placing the slit perpendicular to the interface. A rotation specimen holder is
advantageous in order to orient the interface exactly with respect to the fixed slit
orientation.
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Quantification

The intensity of a peak in an energy-dispersive X-ray (EDX) spectrum or under
an absorption edge in EELS can be written as

IX ∝ I0 · σX · t · CX · n, 7.

where I0 is the intensity of the incident electron beam, t is the specimen thickness,
σ X the cross-section for inelastic electron scattering of the element X under study,
CX is the concentration of element X in the illuminated volume, and n is the atom
density. I0, t, and n can be eliminated by using ratios of peak or edge intensities
(e.g., of elements A and B):

IA

IB
∝ σA · CA

σB · CB
. 8.

This is the standard technique in EDXS. Together with the knowledge of CA +
CB = 1 (in a binary system) the concentrations of elements A and B can be
calculated. The proportionality factor between intensities and concentrations is
called Cliff–Lorimer factor (57). For details the reader is refered to Reference 97.

In EELS, I0 can be directly measured from the low-loss part of the EEL spec-
trum. This also allows quantification of single edges (in units of atoms per unit
area) by dividing the core-loss signal by (σ X · I0). The inelastic cross-sections for
K edges can be calculated using the SigmaK program of Egerton (17, 98), which
gives a typical accuracy of about 10% [see also Hofer (99)]. The accuracy for L
edges (and even more so for M edges, etc.) is lower, typically 10–20%. A source
of error in EELS quantification of elemental concentrations is multiple inelastic
scattering, which becomes important at specimen thicknesses above about 0.3 in-
elastic mean free paths. Multiple scattering basically leads to a convolution of the
absorption edge with the low-loss part of the EEL spectrum. Deconvolution al-
gorithms can be used to obtain the single-scattering intensity (17). Quantification
errors introduced by the background subtraction are discussed below.

It has been shown by Knippelmeyer et al. (100) that relativistic effects become
important at kinetic energies of the incident electrons, E0, above 200 kV and that
these should be considered in the quantification process. In the case of K edges,
they found deviations between 5 and 20% at E0 = 400 keV and between 10 and
70% at E0 = 1200 keV.

Spatial Resolution

If a focused electron probe is used (e.g., in the STEM), spatial resolution is pri-
marily determined by the size of the electron probe. As shown above, the probe
size is typically a few Ångstrøm for field-emission TEMs and close or below
1 Å if a Cs corrector for the illumination system is used. Nowadays it is possible

A
nn

u.
 R

ev
. M

at
er

. R
es

. 2
00

5.
35

:2
39

-3
14

. D
ow

nl
oa

de
d 

fr
om

 a
rj

ou
rn

al
s.

an
nu

al
re

vi
ew

s.
or

g
by

 U
ni

ve
rs

ity
 o

f 
T

ro
nd

he
im

 -
 N

T
N

U
 o

n 
04

/2
5/

07
. F

or
 p

er
so

na
l u

se
 o

nl
y.



27 Jun 2005 15:13 AR AR246-MR35-10.tex XMLPublishSM(2004/02/24) P1: KUV

262 SIGLE

to focus the electron probe onto a single atom column in a zone-axis orientation
of a crystalline material. As mentioned previously, under such conditions a strong
1s-type Bloch wave is excited that is concentrated close to the nuclei of the atom
column (axial channeling) (101–103). This strong localization of the electron in-
tensity allows one to obtain an EELS signal largely originating from a single atom
column. Lupini & Pennycook (104) showed that large collection apertures are
necessary to achieve atomically resolved EELS. This will increase the fraction of
nondipole transitions.

It has been argued that even a small shift of the electron probe away from the
very column position leads to considerable loss of intensity to the neighboring
atom columns (105). Furthermore, the electron intensity spreads with increas-
ing specimen thickness away from the central atom column (dechanneling) (101,
106). In Cs-corrected TEMs, one must further consider that the convergence an-
gle is much higher than that in uncorrected instruments. This large convergence
leads to an increased dechanneling of the electrons away from the central atom
column. Dwyer & Etheridge (107) calculated the EELS signal for different probe
sizes and crystal orientations and found that atomically resolved EELS is possible
for small specimen thicknesses and small probes. However, the strong variation
of the electron intensity through the crystal by dynamic scattering can lead to
misinterpretations in cases where atoms are not distributed homogeneously along
the electron trajectory. On the other hand, this effect might be used to detect the
z-location of a dopant atom within an atom column (106).

Under arbitrary specimen orientations and in thicker specimen regions (typi-
cally >30–70 nm depending on Z ), the beam broadening owing to elastic scattering
within the specimen (54, 108–112) becomes the resolution-limiting factor. Alber
et al. (112) have shown that high-resolution chemical information can still be ob-
tained if this broadening is quantitatively taken into account. Unlike in EDXS, in
EELS the whole broadening is not relevant because the limited collection aper-
ture β cuts off the tails of the broadened electron probe. On the basis of purely
geometric arguments Egerton (17) showed that the broadening in EELS can be
approximated by 2r ≈ βt.

Several authors have described spatial resolution in inelastic scattering by the
convolution of the electron probe function with the so-called inelastic object func-
tion (113, 114). The latter is equal to the inelastic response of an atom for a perfectly
localized electron beam.

At low-energy losses, the spatial resolution, d, is limited by the delocalization of
inelastic scattering (115–118). This effect has its origin in the small characteristic
inelastic scattering angle θE at low-energy loss (see above), which, according to the
Rayleigh criterion d ≈ 0.6 λ/θE , limits the spatial resolution. However, as Muller
& Rose (119) point out, about 50% of the electrons is scattered at angles larger
than θE , which diminishes the delocalization effect. This is supported by results
of van Benthem et al. (120) who found that the effect of delocalization at energy
losses below 20 eV is less severe than those predicted by the models of Pennycook
& Narayan (116) and Muller & Silcox (118).

A
nn

u.
 R

ev
. M

at
er

. R
es

. 2
00

5.
35

:2
39

-3
14

. D
ow

nl
oa

de
d 

fr
om

 a
rj

ou
rn

al
s.

an
nu

al
re

vi
ew

s.
or

g
by

 U
ni

ve
rs

ity
 o

f 
T

ro
nd

he
im

 -
 N

T
N

U
 o

n 
04

/2
5/

07
. F

or
 p

er
so

na
l u

se
 o

nl
y.



27 Jun 2005 15:13 AR AR246-MR35-10.tex XMLPublishSM(2004/02/24) P1: KUV

ANALYTICAL TEM 263

Figure 17 Illustration of the spatial difference technique. By comparing two spectra
obtained in the bulk or on the interface, an interface-specific spectrum can be obtained.

In order to detect the interface-specific energy-loss near-edge structure (ELNES)
or segregation at interfaces, the so-called spatial difference (SD) method has been
applied in many studies (121, 122). With this technique spatial resolution is ob-
tained by subtracting a spectrum from an area (usually rectangular) containing
the interface, IIF, from a bulk spectrum, Ibulk: ISD = IIF – ξ Ibulk (Figure 17). The
method is based on the assumption that the signals stemming from the bulk and
the interface region overlap incoherently. Because no focused probe is used, the
spatial resolution of this technique is not limited by the probe size. A main advan-
tage of this technique compared with that of spot measurements is that the position
of the beam can be monitored during the EELS or EDXS data acquisition, i.e.,
specimen drift can actively be compensated for. Furthermore, beam damage can
be reduced if dose rate is a problem for the material investigated. The weight-
ing factor ξ corresponds to the fraction of bulk-like information contained in the
interface spectrum. This factor is often determined empirically during the subtrac-
tion procedure. Nufer (123) determined ξ by calculating the ELNES for atoms
at different distances from the interface. Using this “interfacial width” he found
excellent agreement between experiment and theory demonstrating the validity
of the spatial difference approach. This validity was also demonstrated by Scheu
et al. (124, 125) who measured the difference signal for different positions of the
interface within the rectangular area. The same results were obtained in all cases.
The SD method has been criticized by Muller (126), who pointed out that sub-
traction of spectra with small energy shifts with respect to one another (e.g., due
to chemical shifts or energy instabilities) can give completely artificial results in
the difference spectrum. Although this poses a problem for the technique, careful
data acquisition and analysis can minimize such artifacts.

In another approach, the interface-specific EEL or EDX spectra are obtained
by multivariate statistics (127, 128, 128a) by sorting spectra from a line scan
or a two-dimensional map of the interface region according to their similarity
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(129–131). The N spectra, each with M energy channels, are treated as an N × M
matrix and the eigenvectors of this matrix constitute the axes of an N-dimensional
space. Within this space the position of all N spectra are displayed. This method
is able to find weak differences of spectra in the large data sets. Furthermore,
it is objective because it basically relies on a statistical evaluation. It should be
mentioned that there are other statistical approaches such as the use of neural
networks (132).

In EFTEM, chromatic aberration is usually the limiting factor for spatial reso-
lution because of the wide range of energy losses allowed by the selecting slit. For
a slit width δ the chromatic broadening is given by Cc · β · δ/E. In principle this
effect can be reduced by using a small objective aperture, but this can introduce a
blurring by diffraction (= 0.61 λ/β with the electron wavelength λ). The final res-
olution in EFTEM is thus determined by these contributions added in quadrature
(133). Figure 18 shows the individual contributions and the total EFTEM resolu-
tion as a function of the objective aperture size for a 200 keV TEM with Cc =
2 mm and Cs = 2 mm. This example shows that there is an optimal size of the
diffraction aperture. However, in practice it may happen that larger apertures have
to be used in order to increase the SNR. In Figure 19 the energy-loss dependence of
the resolution-limiting factors is shown. In fact, only the delocalization of inelastic
scattering is energy-loss dependent. In the case of best resolution at high-energy

Figure 18 Spatial resolution in EFTEM as a function of the objective aperture size
(which limits the collection angle) in a TEM. Limitations result from diffraction (· · ·),
delocalization (– – –), and chromatic aberration (– · – ·). These can be summed in
quadrature to obtain the total resolution limit (—). Parameters: electron energy 200 keV,
Cs = Cc = 2 mm, 10 eV width of the energy-selecting slit, energy loss 285 eV.
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Figure 19 Spatial resolution in EFTEM as a function of the energy loss. Limitations
are due to chromatic aberration (– – –), delocalization (– · – ·), and diffraction (· · ·).
These are summed in quadrature to obtain the total resolution limit (—). Parameters:
objective aperture 6.5 mrad, Cc = 2 mm, electron kinetic energy 200 keV, width of the
energy-selecting slit 10 eV.

losses, the horizontal lines for chromatic aberration and diffraction limit overlap.
Delocalization is important only for energy losses below 100 eV; in the case of
large slit widths (≥20 eV) only below 20 eV. A way to reduce the effect of chro-
matic aberration in EFTEM is to use a series of energy-filtered images across the
energy range of interest using a narrow energy-selecting slit.

In a number of articles the possibility of atom-column resolution in EFTEM
has been addressed. Lattice images can be formed from inelastically scattered
electrons, e.g., by using electrons which have undergone a plasmon loss (69, 134–
140). The resolution is affected by the width of the energy-selecting slit due to
chromatic aberration. Unfortunately it is usually not possible to directly interpret
such images as atomically resolved elemental maps. This is due to the preservation
of contrast from elastic scattering (141), i.e., the elastic part of the image contrast
cannot simply be subtracted from the image. Notwithstanding this problem, there
are examples which are likely to show atomic resolution in EFTEM images (71,
96). Kimoto et al. (142, 143) showed how the contrast of lattice fringes changes
with energy loss because the energy loss leads to an effective defocus change.

Egerton (34) discussed spatial resolution in EELS and EFTEM taking into
account both elastic and inelastic scattering.

Signal-to-Noise Ratio and Detection Limits

Characteristic X-ray peaks as well as absorption edges in EELS are always super-
imposed on a background signal. Furthermore, experimental data always suffer
from statistical noise. Both effects lead to a lower limit of detectability. Generally,
the presence of a peak or an edge can be regarded with 98% certainty if the peak
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(edge) intensity exceeds three times the standard deviation of the background sig-
nal. Often the Rose criterion (144) is used, which states that a factor of five instead
of three should be used.

In EDXS, the typical detection limit in terms of a concentration (minimum mass
fraction, MMF) is in the range 0.1 to 1 at%. However, because small volumes are
probed, this can correspond to the detection of a small number of atoms (minimum
detectable number of atoms, MDN). Watanabe & Williams (145) demonstrated a
MDN of two atoms for the detection of Mn in a Cu matrix using EDXS. They
state that this can be achieved only in thin specimens in order to minimize beam
spreading and thus to keep the probed volume small. One should keep in mind
that the best experimental conditions for small MMF and small MDN are not the
same. For small MMF, high beam current is mandatory, which may be advisable
to illuminate across a large area to prevent specimen damage. For small MDN, a
small probe is important, which poses a limit to the total current.

The problem of SNR in EELS was discussed (among others) by Egerton (17),
Berger & Kohl (146), and Overwijk & Reefman (147). The main difference be-
tween EELS and EDXS in SNR is that it is much more difficult to remove the
background signal in EELS than in EDXS. Due to the better signal collection in
EELS, MMF can be in the range of some 10 ppm in favorable cases. Near-single
atom detection was reported by Mory & Colliex (148) and Krivanek et al. (149).
Suenaga et al. (150) demonstrated single-atom detection by EELS spectrum imag-
ing. Leapman (151) studied biological specimens and found that the four Fe atoms
in a hemoglobin molecule are detectable, and in the case of calcium, even single-
atom detection was found to be possible, both cases having a SNR of 5. These
results were made possible by the use of a modern CCD exhibiting high detection
quantum efficiency. Feng et al. (152) proposed using ratios of differences of three
EEL spectra, which were taken in a series. These ratios are independent of gain
variations of the detector and thus improve detection of trace elements.

Recently Menon & Krivanek (153) presented a software package to model
entire EEL spectra. This can be used to find detection limits and to optimize the
experimental conditions.

Noise is a frequent problem in EFTEM images (58) because the number of
electrons within the selected energy-loss range is small (mainly at high energy
losses) and because the total intensity is distributed over N by N image pixels. In
principle, the SNR can be improved by increasing the exposure time, but this can
introduce artifacts from specimen drift or radiation damage. This problem was
treated by Berger et al. (154) and Kohl & Berger (155). Berger et al. state that the
SNR can be improved by placing one pre-edge window close to the edge onset,
with the second window shifted as much as possible to lower energies, taking into
account that the parameters A and r are only constant in a limited energy-loss
range. This was stated more precisely by Hofer et al. (58) and Kothleitner & Hofer
(156): For saw-tooth-like edges (like many K edges) and L edges with white lines,
the window close to the edge should be 20–30 eV wide. For delayed edges, the
post-edge window should be positioned at the maximum of the edge and should
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be wide (e.g., 120 eV for the Si-L edge). Though this choice gives best SNR, the
spatial resolution could suffer owing to chromatic aberration.

Energy Resolution

In EELS the energy resolution is primarily determined by the energy width of
the incident electron beam (see Table 1). The energy width can be improved by
the use of electron monochromators. At 190 nm spatial resolution, Terauchi et al.
(157) obtained an energy resolution better than 0.1 eV. Using a special design, Fink
(158) obtained spectra with 80 meV resolution, however, at a spatial resolution
of only about 1 mm. The need for high-energy resolution combined with high
spatial resolution was discussed by Batson (159) using the example of Si-based
semiconductor devices. First results at spatial resolution in the nanometer range
obtained with a Wien-filter monochromator were shown by Mitterbauer et al. (160)
and Lazar et al. (161) using TEM and using a STEM. Mitterbauer et al. studied
O-K edges and transition metal-L edges in transition metal oxides. They found
that for most L edges a marked gain of fine structure was found. However, the
O-K edges did not improve compared with spectra without monochromator. This
was ascribed to solid-state effects, in particular the limited lifetime of the excited
electron and the core hole (see above). This issue was also discussed by Brydson
et al. (162) who came to similar conclusions.

The energy resolution can be further affected by the detector and lens aberrations
in the spectrometer. Limitations by the spectrometer detector can be from its point-
spread function (strongly pronounced in photodiode arrays) or simply from the use
of very small dispersions such that the energy range per detector element exceeds
the energy width of the emitter. The chromatic aberration of the lenses used in
the spectrometer leads to an energy-loss dependence of the energy resolution, i.e.,
after optimizing the energy resolution at the zero-loss peak (which is usually done
because of the strong signal), the energy resolution is worse at higher energy losses.
This effect can be avoided by increasing the high voltage by the same amount as
the energy loss of interest. This is done in modern TEMs.

If the exact shape of the zero-loss peak is known, EELS data can be deconvoluted
with this peak thus removing all instrumental broadening effects (163). However,
one has to be aware of possible artifacts. For example, Fourier deconvolution
techniques increase noise, which can lead to artificial peaks in the ELNES. Using
the Richardson–Lucy deconvolution algorithm, Gloter et al. showed EEL spectra
with 0.2–0.3 eV resolution (163). Overwijk et al. (147, 164) used the maximum
entropy method for deconvolution. This technique leads to a noise optimization in
the deconvoluted spectrum.

In EFTEM the energy resolution is usually determined by the width of the
energy-selecting slit. This is typically of the order of a few eV which, in EFTEM
image spectroscopy, corresponds to a rather poor sampling of the energy space. In
order to apply multiple scattering deconvolution procedures to spectra extracted
from such EFTEM, image series data are frequently interpolated, e.g., using fast
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Fourier transform (FFT) methods (165). Future energy filters with a very high
dispersion and transmissivity, such as the MANDOLINE filter, allow use of very
narrow slits. In this case the energy resolution may be determined by the energy
width of the emitter, just as in EELS.

Background Subtraction

Absorption edges are superimposed on a background originating from excitations
of electrons to high vacant energy levels or (in thicker specimens) from multiple
energy losses including plasmon losses. For quantification, this background has
to be removed, which requires the knowledge of the shape of the background
function. If energy losses above ∼100 eV and thin specimens are used, the inverse
power-law function A · 	E−r usually gives satisfactory results (17). Alternatively
polynomials, exponential or log-polynomial functions, or multivariate statistics
approaches (127) can be used. If the shape of the background (before and after the
edge) is known from a standard material not containing the element of interest, a
polynomial fitted to this shape may be a promising approach (166).

In normal EEL spectra, the function is fitted to a certain energy range in front
of the edge and then extrapolated to energy losses after the edge (17). Clearly, the
wider the energy range of interest, the larger are the extrapolation errors. In the case
of EFTEM, the simplest approach is the use of two pre-edge energy-loss windows.
The parameters A and r are calculated from the two intensity values. The accuracy
can be improved if energy-filtered series are used with images having reasonably
good statistics. Alternative approaches are discussed by Egerton & Malac (167).
At low-energy losses the inverse power-law function is not appropriate.

Overlapping Peaks/Edges

Overlapping peaks in EDXS can be isolated by standard deconvolution. However,
owing to the poor energy resolution there are combinations of materials for which
such procedures do not work. In EELS such simple procedures are not applicable
because the shapes of the various edges are not simple and depend on the element
as well as on the environment of the excited atom. Furthermore, absorption edges
cover wide energy ranges so that overlap is much more likely than in EDXS.
Several procedures have been proposed to overcome this problem:

1. The intensity of the low-energy edge underneath the high-energy edge can
be estimated by calculating the partial inelastic cross-section within the
high-energy region. This was done by Chan & Williams (168) in the case
of an Al-Li alloy.

2. Approximate edge shapes can be obtained from standard specimens and a
synthetic spectrum can be calculated, including the inverse power-law (or
any other) background. By a least-squares fit to the experimental spectrum,
the edge intensities are calculated (169–172). This was recently further
developed (173–175).
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More Sophisticated Analysis of EFTEM Series and
STEM Spectrum Images

Unfortunately, an automized analysis of EEL spectra is at present not available.
This would be particularly useful for the analysis of a large number of spectra as
in energy-filtered series or in STEM spectrum images. However, Kundmann &
Krivanek (175) have described a way for automatic detection of edges in an EEL
spectrum. It is based on the derivative of spectra that is sensitive to the sharp onset
of absorption edges. This is followed by a selection of those peaks having inten-
sities that are statistically significant above the noise level. Using this approach,
elemental occurrence maps can be extracted from the original data cube (176).
For quantification, correction for multiple scattering is necessary in thicker spec-
imen areas. Clearly this also requires data from the low-loss region including the
zero-loss peak. Once the elements are detected, their concentration can be deter-
mined by the usual approach mentioned above. Because the edge positions of the
elements are known, the window widths for background subtraction and signal
integration can be determined automatically. However, this fails if edges are too
close. In this case the spectra can be synthesized using reference spectra as shown
above.

By comparing different elemental maps, phases can be identified in a material.
A simple method is to use colors for the different elemental maps and to overlap
them, which results in a certain color value for each phase. In another approach a
scatter diagram is used in which the axes correspond to the intensities of the maps.
Suppose there are two elemental maps (e.g., from C and N) with N × N pixels.
The intensity pairs of each N 2 pixels are transferred into the scatter diagram. All
pixels of a certain phase will have a similar combination of intensity values in the
two images and will therefore be located in the same area of the scatter diagram.
By selecting areas with high pixel density in the scatter diagram and back tracing
them into the elemental maps, the location of the phases can be determined (58).
To circumvent diffraction effects, such phase maps are better performed from
jump-ratio maps (see above).

Radiation Damage

During electron exposure the studied material may undergo a change in its atomic
structure. This can be from (a) the direct knock-on process between electron and
nucleus or (b) inelastic excitation (electron–electron scattering). In the first case the
hit atom directly receives momentum from the electron (which is back scattered).
It is the dominant damage process in metals and probably in semiconductors and
ceramics. The knock-on damage has a lower threshold, i.e., it can be avoided by
using sufficiently low electron energies. In the case of inelastic electron–electron
scattering, atom displacement occurs during the relaxation process of the excited
atom. The emission of secondary and Auger electrons leads to a positive charge.
Because of the small illuminated region, a high-electric field strength develops that
can expel positive ions (177). It is most pronounced in biological specimens and
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polymers but also in inorganic materials such as ceramics. This type of damage
cannot be prevented by lowering the electron energy because the inelastic cross-
section would also increase. An improvement could be obtained by cooling the
specimen or by coating it with a conducting film.

Depending on the material, the amount of damage may depend not only on
the dose but also on the dose rate. In this case the size of the illuminated area
should be increased in order to reduce the damage. In the study of interfaces, a
strongly astigmatic beam aligned parallel to the interface can be used to probe
a larger volume; in the STEM, a narrow rectangular area can be illuminated. In
any case, it is advisable to acquire spectra at different doses and dose rates in
order to determine whether damage actually occurs before starting with the real
experiments.

An example of radiation damage in α-Al2O3 is shown in Figure 20. Electron
irradiation of this material can lead to the formation of metallic Al and molecular
oxygen (178). In Figure 20 sharp peaks at 531 eV and 15.3 eV appear after ir-
radiation, corresponding to molecular oxygen and metallic aluminum (123). This
damage occurs only with specimens that have been Ar ion–thinned at ion ener-
gies above about 3 keV. The ion bombardment introduces point defects that act as
nucleation centers for the formation of oxygen bubbles during the electron irradi-
ation in the TEM. The damage can be minimized by using lower ion energies or
by heating the specimen after ion milling to anneal the point defects.

Radiation damage also occurs during the specimen preparation by ion sput-
tering. Apart from the atoms that are removed from the surface, atoms in the
near-surface regions can be displaced from their regular lattice sites. The struc-
tural disordering can lead to an amorphization. Even worse for quantification in
analytical TEM, different atoms in multi-element specimens are displaced with
different cross-sections leading to a nonstoichiometry of the near-surface regions.
This can be improved (but not avoided) by using low-energy ions and small inclina-
tion angles of the ion beam (179). Such surface nonstoichiometry can be checked
by comparing the specimen composition at different specimen thicknesses.

Figure 20 Low-loss and O-K spectra of Al2O3 before (· · ·) and after (—) electron
irradiation. Reprinted with permission from Nufer (123).
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For a recent review about irradiation-induced effects, including heating, charg-
ing, and contamination, the reader is referred to Reference 180.

CALCULATION OF THE ELNES

There are a number of approaches to calculate the fine structure of absorption edges
based on first principles (181–187). The main purpose of such calculations is to
obtain a relationship between the ELNES and structural properties in materials.
This is not easily derived directly from EEL spectra. Due to the complexity of the
problem, fingerprinting methods are frequently applied for the interpretation of
EELS data. These methods rely on the comparison of the data with spectra obtained
from known materials. Despite the strength of the fingerprinting approach there is
always room for misinterpretations. Therefore reliable ab initio calculations will
be of utmost importance in the future.

The theoretical methods can roughly be divided into real-space and reciprocal-
space methods. Both should give the same results if properly performed. In real
space the excited electron is treated as a spherical wave emanating from the atom.
For excitation energies up to ∼10 eV above the Fermi level, the inelastic mean
free path of the excited electron is larger than the next-nearest neighbor distance
(188) (Figure 11). Therefore, the electron wave is scattered at the potentials of
several surrounding atoms. The interference of all waves leads to the fine structure
of the absorption edge, which thus contains information about the type and posi-
tion of surrounding atoms. The advantage of this multiple scattering approach is
that the ELNES can be calculated for small clusters of atoms, i.e., no long-range
periodicity is required as in the k-space methods. The origin of ELNES features
can be ascribed readily to different atom shells around the excited atom. In recip-
rocal space the eigenvalues of the system are calculated at several positions in the
Brillouin zone. From the calculated band structure the density of occupied and
unoccupied states is calculated, which directly reflects the ELNES. Apart from the
information about the DOS, in this approach a (most probable) relaxed structure of
minimum total energy can be determined. In the multiple-scattering approach, this
is not possible. Note that, according to Equation 3, the transition matrix elements
must also be considered for a quantitative comparison with EEL spectra; however,
their energy dependence is usually rather smooth compared with the variations of
the DOS.

The ELNES calculations are significantly complicated by two effects: (a) Cal-
culations within the density-functional approximation give the ground-state elec-
tronic structure. In reality the excited electron and the core hole interact with each
other and with all other electrons leading to changes in the band structure (final
state effects) (189). In fact, the partial unscreening of the nucleus by the missing
core electron leads to a contraction of the upper bands. This can be particularly
strong in ionic solids, often leading to sharp features at the edge onset. In extreme
cases excitonic states can appear near the edge onset, i.e., the excited electron and
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the core hole can be treated as an electron–hole pair. There are methods to take
final-state effects into account; for example, the Z + 1 approach (190–193), which
treats the excited atom as an atom with increased nuclear charge (e.g., replacing
an O atom by a F atom). Alternatively suitable pseudopotentials can be employed
(frozen core hole) (181, 183, 193, 194). The core hole often leads to a localization
of the wave functions in real space. The treatment of the core hole makes k-space
first-principles calculations time-consuming because large supercells have to be
employed in order to prevent interaction of the core hole atoms (periodic bound-
ary conditions!). Paxton et al. describe the use of Slaters’ transition state theory
to include final-state effects (195). (b) Most first-principles methods assume that
the exchange energy density is locally the same as in a homogeneous gas of the
same density (local density approximation). However, this can fail in systems with
strong exchange and correlation effects, such as in magnetic materials or generally
in materials with highly localized electron states (e.g., d- and f-orbitals in transition
metals and rare-earth elements).

Köstlmeier (196) showed that the onset energy of K (ground state 1s) and
L1 edges (ground state 2s) can be calculated reliably only up to about Z = 15
(phosphorous). Elsässer & Köstlmeier (197) showed that the Z + 1 approximation
accounts well for the final-state effects if the total-energy difference between two
neighboring elements in the periodic table is similar to the excitation energy of the
process under study.

ADDITIONAL METHODS

In this section, several TEM techniques are addressed that do not directly make
use of spectral information such as EELS or EDXS, but still allow the retrieval of
chemical information.

Z Contrast

Equation 1 shows that the differential cross section for elastic scattering is pro-
portional to the square of the atomic number. This is true only for large scattering
angles, typically well above 100 mrad for electron energies normally used in TEM.
Therefore, by scanning the electron beam across the region of interest and using a
HAADF detector, the resulting image contains chemical information. If the illumi-
nating beam is small and oriented parallel to a zone axis of a crystalline material,
the electron intensity can be confined almost to a single-atom column, which gives
atomically resolved Z-contrast images (102, 103). For quantitative chemical anal-
ysis, comparison with image simulations is indispensable. The reader is referred
to References 198–201 for some examples of this technique.

Z-contrast images can also be obtained by hollow-cone illumination and de-
tection of electrons scattered to the proximity of the optical axis (202). However,
the technique suffers from very low intensity because only a small fraction of
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the scattered electrons is detected, whereas HAADF detectors detect all electrons
scattered within a certain angular range.

ALCHEMI

It was shown above that the electron intensity varies within the unit cell of a crystal
if Bragg reflections are excited. By intentionally varying the Bragg conditions by
carefully tilting the specimen and using a simultaneous detection of EELS or EDXS
signals, the occupancies of particular sites within the unit cell by specific elements
can be determined. Spence & Taftø (29) introduced the acronym ALCHEMI (atom
location by channeling-induced enhanced microanalysis) for this technique. The
importance of delocalization of the inelastic scattering process for ALCHEMI was
shown by Pennycook (117), Nüchter & Sigle (203), and Horita et al. (204). Oxley
& Allen (205) show that the approximate expression given by Pennycook has to
be modified. Important developments were made by Rossouw’s group on the basis
of their initial work (206) using a multivariate statistical approach.

Chemical Information from Elastic HRTEM Images

The contrast in high-resolution transmission electron microscopy (HRTEM) im-
ages is usually not directly interpretable in terms of chemical contrast, although
there are exceptions. Ourmazd et al. (207) showed that by extracting the contrast
originating from chemically sensitive reflections, one can determine the compo-
sition of each single unit cell. The method relies on pattern recognition and has
been further developed (208–212).

Fresnel Contrast

Fresnel contrast occurs at edges where the average inner potential of the specimen
changes. This can be applied to the study of thin films at grain boundaries that
exhibit compositions different from the surrounding bulk material. By varying
the defocus of the objective lens, one observes bright or dark contrast along the
boundary. A comparison with calculation allows determination of the shape and
magnitude of the potential across the boundary (213).

Tomography

In order to obtain three-dimensional information of an object shape, taking a
series of images from various directions is a prerequisite. Several papers have
demonstrated that this can also be performed by the use of EFTEM or STEM images
(214, 215). Using this approach it is possible to get an element-specific three-
dimensional image with a spatial resolution of a few nanometers. The available
resolution and field of view is compared with other tomography techniques in
Figure 21.
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Figure 21 Comparison of different tomography approaches in terms of
field of view and depth or lateral resolution. Reprinted with permission
from G. Möbus et al. (214).

APPLICATIONS OF EELS AND EFTEM

The second part of this review concentrates on applications of analytical TEM,
with the intention of giving the reader an idea of the type of information that can
be extracted for particular material systems. The given references usually contain
citations for further reading, and may thus be helpful as a starting point. An attempt
to review the whole literature on this subject is simply not possible. We begin with
some general remarks on low-loss EELS and anisotropic materials. This is followed
by a discussion of core-loss studies of particular material systems, generally in the
order of atomic number. Finally, special studies on interfaces, grain boundaries,
and dislocations are addressed.

Low-Loss EELS

It was shown in Equation 4 that the EEL spectra contain the entire dielectric
information ε(E) necessary to calculate optical properties. The data analysis starts
with a deconvolution algorithm [typically a Fourier-log deconvolution (17)] in
order to obtain the single-scattering intensity. This is followed by several simple
mathematical operations. Finally a Kramers–Kronig analysis separates real and
imaginary parts of the dielectric function. Some examples have been given by
Wang (216), Dorneich et al. (217), Müllejans & French (218), French et al. (219,
220), Ryen et al. (221), Rafferty & Brown (222), and van Benthem et al. (223).
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In the formalism of dielectric theory the energy loss of the impinging electron
polarizes the dielectric medium. The electric field connected with this polarization
exerts a force on the electron that, integrated over the path of the electron, results in
a certain energy loss. A general introduction to plasmons in solids can be found in
Reference 224. Theoretical and experimental studies of the low-energy-loss region
for special specimen geometries and crystal symmetries have been done by several
groups. von Festenberg (225) calculated plasmon losses in systems containing thin
films. Ferrell & Echenique (226) used classical dielectric theory to describe the
dielectric loss for specimens of arbitrary geometry.

Ritchie (227) and Otto (228) pointed out that the free surfaces of a thin foil may
lead to a reduced polarization and thus to a lower energy loss than in the bulk.
Using the Maxwell equations, Economou (229) took account of the retardation
effects that have a significant influence on the plasmon modes. A classical treat-
ment of surface excitations was performed by Howie (230). This was extended to
relativistic electrons moving parallel to the interface of two media with different
dielectric functions by Garcia-Molina et al. (231). Howie (232, 233) points out
that the sensitivity to the interface-specific dielectric function can be increased by
using electrons scattered to higher angles. The energy loss function of an electron
passing a multilayer material (both perpendicular and parallel to the layers) was
studied by Bolton & Chen (234), who found interface plasmons in addition to bulk
plasmons. The interface plasmons are weak for boundaries between two similar
materials, for example, between two semiconductors. These interface features are
more pronounced in the case of parallel incidence. Another study of dielectric
losses in multilayers can be found in Reference 235.

Batson (236) studied the energy loss of an electron passing an Al sphere covered
with alumina. He found a coupling between two close spheres that resulted in a loss
peak at 3.2 eV, which is well below the surface plasmon peak at 6.7 eV. The effects
of the dielectric coupling of small spheres to a substrate were theoretically treated
by Ouyang & Isaacson (237). They found a reduced surface plasmon intensity. The
same authors (238) extended the theory to arbitrary particle shapes. Echenique et al.
(239) applied the theory of Ferrell & Echenique (226) to oxide-coated and uncoated
spheres. Ugarte et al. (240) used EELS and EFTEM to study plasmon excitation in
small Si spheres coated with SiO2. A surface mode was found at an energy loss of
3–4 eV and this was imaged by energy-filtered imaging in the STEM (241, 242).

Chu et al. (243) performed a non-relativistic study of the energy loss of electrons
passing a hollow cylinder parallel to the cylinder axis. For narrow cylinders, mainly
bulk plasmons are excited, whereas the plasmon peak shifts to lower energies to-
ward the surface plasmon peak with increasing cylinder radius. This was extended
to the relativistic case by De Zutter & De Vleeschauwer (244) (see also 245, 246).

The energy loss close to the edge of a wedge (which is a typical geometry found
in TEM specimens) is discussed in References 247, 248.

The work mentioned above assumed bulk-like dielectric functions. This as-
sumption may not be applicable in structures of atomic dimensions. Ekardt (249)
calculated the dielectric response of small metal particles in the time-dependent
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local density approximation and found that bulk plasmon excitation disappears
below a critical cluster size. The bulk plasmon energy increases with decreasing
cluster size owing to the quantization of electronic states, whereas the surface plas-
mon energy decreases because of an increasingly diffuse surface. Mitome et al.
(250) found a d−2 dependence of the volume plasmon energy in small Si clusters
(d, cluster diameter), which is opposite to the case of metal clusters. They argue
that the effect results from the d dependence of the energy gap.

The change of the optical properties across an Al–SiO2–Si field emitter struc-
ture was performed by Turowski & Kelly (251, 252). Recently, a similar approach
was used for the study of a grain boundary in SrTiO3 (120, 253). From local
changes of the electronic structure dispersion forces can be quantified from the
low-loss EEL spectrum. van Benthem et al. found a reduction in the number of
transitions in the grain boundary region. From this finding a reduced atomic den-
sity and thus a reduced valence electron density in this region was deduced. With
the assignment of the spectral features to specific transitions, it was concluded
that the lower density was mainly from a loss of oxygen atoms. This is consis-
tent with results by Browning and coworkers (254). It is argued that the London
dispersion makes an important contribution to the grain boundary energy. The
role of the Landau dispersion for the stability of intergranular films in silicon
nitride is discussed by French et al. (220). It was found that the film thickness
scales inversely with the Hamaker constant. Lo et al. (255) used EFTEM image
spectroscopy in the low-loss region to obtain two-dimensional information about
optical properties in a SiO2-based low-k material. Because the sampling of the en-
ergy scale was too rough in EFTEM, they applied a FFT interpolation algorithm.
This was followed by the normal Fourier-log deconvolution and Kramers–Kronig
analysis.

A critical step in the low-loss data analysis is the subtraction of the zero-loss
peak because there is no simple mathematical function that would fit to the whole
tail of the peak. Therefore, an analytical function is fitted to only a certain range
of the tail. Alternatively, Fourier-ratio deconvolution can be applied (256). Also
non-Fourier space methods were reported (257, 258) that use the zero-loss peak
recorded without the specimen as a reference function. Bangert et al. (259) found
that the noise introduced by deconvolution procedures does not allow unraveling
the information on band gaps in semiconductors. They recommended the use of
an analytical function derived from the natural energy spread of the field-emission
tip (260) convoluted by a Gaussian function, and the point-spread function of the
detector.

In materials with a band gap above the valence band, the zero-loss peak is
followed by a narrow range with zero intensity (assuming that no states are present
in the gap region). Unfortunately this range is often not visible due to the width
of the zero-loss peak or the poor point spread function of the EELS detector.
Despite this difficulty, several groups have attempted to analyze the band-gap
region (222, 256, 259). Recent technological developments, including electron
monochromators, will facilitate the study of the band-gap region considerably,
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even with narrow-gap semiconductors. In Equation 5 the JDOS is proportional to
(E-Eg)0.5, where Eg is the band gap. The matrix element is constant for direct band
gaps and proportional to (E-Eg) for indirect band gaps. Therefore, the imaginary
part of the energy-loss function is proportional to (E-Eg)n with n = 0.5 in the case
of direct band gaps and n = 1.5 for indirect band gaps (222). Thus, using EELS,
the nature of the band gap can be determined. This was done in (222) for MgO,
diamond, h-BN, c-BN, GaAs, and ZnO, and by Alexandrou et al. (261) for carbon
(amorphous, tetrahedral amorphous, and C60).

In Equation 4 it was shown that the energy-loss spectrum can be described
by Im{−1/εE}. This expression, which can also be written as ε2/(ε1

2 + ε2
2),

has maxima if ε1 = 0 and ε2 is small. These maxima correspond to plasmons,
which are collective oscillations of free electrons in a metal or bound valence
electrons, e.g., in semiconductors. The plasmon energy Ep is a material prop-
erty (for a compilation, see 17). In the case of free electron oscillations, Ep

2 =
(h- 2ne2/4π2m), where n is the free electron density. A shift of the plasmon energy
appears if bound electron oscillations are relevant (262) or if there are absorption
edges by interband transitions close to the plasmon peak (158, 263). Recently
it was demonstrated that by acquiring energy-filtered series across the plasmon
peak, the peak position can be determined for each pixel image with an accu-
racy of 0.05 eV (264) at a spatial resolution of about 2 nm. This is shown for a
Si-B-C-N ceramic material in Figure 22 where Si3N4 grains, SiC grains, and the
surrounding matrix can be clearly distinguished by their color-coded plasmon peak
energies.

Edge Loss

ANISOTROPIC MATERIALS As mentioned previously, the inelastic electron scatter-
ing process does not probe the whole solid angle but is concentrated to a certain
angular range of the scattering vector q, which depends on energy loss. Hence, it
is possible to obtain EEL spectra with different directions of momentum transfer.
This is of particular interest for the study of materials with anisotropic electronic
structure. According to Equation 3 the scattering vector enters into the ELNES as a
scalar product with the electron coordinate rj. Thus the ELNES is the projection of
the matrix element onto the scattering vector and therefore the material anisotropy
is also reflected in the ELNES. This effect is particularly pronounced in graphite
(47, 48, 265) or BN (45, 266), which leads to a dependence of the π∗ and σ ∗ peak
intensities, e.g., of the C-K edge, on the size of the collection and convergence
apertures (Figure 23). The relative intensities of these two peaks is of interest
because it allows the determination of the amount of sp3 bonding in a material.
In a number of articles conditions were discussed under which the mentioned de-
pendencies vanish. Berger et al. (271) obtained an sp2 reference spectrum from
polycrystalline graphite by illuminating a large area in order to average out the ori-
entation effect. Browning et al. (267) calculated this averaging effect and suggested
using these values because this would not require the illumination of large areas,
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Figure 23 Carbon K edge for different
scattering angles of the incident electrons.
The relative intensities of the π∗ and σ ∗

peaks change owing to the anisotropic elec-
tronic structure of graphite. Reprinted with
permission from Leapman et al. (47).

thus making high spatial resolution studies possible. Some authors (268, 269)
reported the so-called “magic angle” for the convergence and collector angles, for
which the dependence of relative peak heights with specimen orientation vanishes.
Values of two and four times the characteristic angle for inelastic scattering, θ̄E ,
were proposed. Recently Hébert et al. (270) pointed out that 2θ̄E is correct and
that the apparent discrepancy was due to the fact that inelastic cross sections were
not calculated relativistically. Further studies on the determination of the π∗/σ ∗

ratio can be found in References 271–278. Mapping of the π∗/σ ∗ ratio was done
by both STEM techniques (279) and EFTEM (165, 280).

BORON The detection limit of B in a carbon matrix was shown to be 0.2 at%
(281). Experimental studies of BN were performed by Schmid using EELS (282)
and Moscovici et al. using X-ray absorption near edge structure (XANES) (283).
The B-K edge of hexagonal BN (h-BN) is dominated by a strong π∗ peak at 190 eV
energy loss. This peak disappears if the momentum transfer q to the excited electron
is perpendicular to the c-axis, showing that it is entirely due to 2pz-type orbitals.
The σ ∗ peak at 198 eV is mostly due to 2s and 2px,y orbitals. Although a dipole
transition into s states is forbidden for the B-K edge, such transitions contribute
to the edge intensity due to strong 2s–2p hybridization. Further smaller peaks at
higher energy losses can be correlated with transitions into 3s and 3p orbitals
(284). The core hole effect strongly influences peak intensities. The N-K edge also
shows two main peaks at 400 and 408 eV, which are similarly related to N 2pz

and 2px,y orbitals, as in the case of the B-K edge. The peaks are broader, which
has not been explained yet. The B-K ELNES of cubic BN (c-BN) and wurtzite
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BN (w-BN) shows a broad peak centered around 196 eV, which results from σ ∗

interactions. This peak is followed by small features at about 204 and 213 eV, the
latter originating from B-3s and -3p contributions (284). Schmid (282) pointed
out that the only difference between c-BN and w-BN is the presence of a low-
energy shoulder at the 213 eV peak in the case of w-BN. Terauchi et al. (285)
compared low-loss spectra of h-BN with those of BN nanotubes. They found
distinct differences in the energy of interband transitions and plasmons.

CARBON The C-K edge in materials formed from elemental C shows several
features (Figure 24). The π∗ peak at 284.5 eV is due to transitions from the 1s to the
antibonding 2pπ∗ state. This peak occurs only if unsaturated π bonds are present
in the material, as e.g., in graphite and amorphous carbon. At 290 eV, transitions
to the antibonding σ ∗ state form a small peak. A peak appearing between π∗ and
σ ∗ was found by Fischer et al. (286) and assigned to interlayer electronic states.

Figure 24 Carbon K edge of graphite (GR), evaporated amorphous carbon before
(CA) and after (a-C) heat treatments, and diamond (DIA). Reprinted with permission
from Fink et al. (287).

A
nn

u.
 R

ev
. M

at
er

. R
es

. 2
00

5.
35

:2
39

-3
14

. D
ow

nl
oa

de
d 

fr
om

 a
rj

ou
rn

al
s.

an
nu

al
re

vi
ew

s.
or

g
by

 U
ni

ve
rs

ity
 o

f 
T

ro
nd

he
im

 -
 N

T
N

U
 o

n 
04

/2
5/

07
. F

or
 p

er
so

na
l u

se
 o

nl
y.



27 Jun 2005 15:13 AR AR246-MR35-10.tex XMLPublishSM(2004/02/24) P1: KUV

280 SIGLE

Fink et al. (287) assign a similar peak in this region to the presence of hydrogen,
thus forming C:H bonds. In diamond, no π∗ peak is present because all C atoms
are tetrahedrally coordinated. The absorption starts at 289.1 eV with a sharp 1s
core excitonic peak.

In the low-loss regime, the oscillations of π electrons occur at a plasmon energy
of 5–6 eV, whereas a combined oscillation of π and σ electrons occurs at about
23 eV. From the (π + σ ) plasmon energy, the valence electron density and thus
the atomic density can be determined, but the anisotropy of the material, which
can also shift plasmon peaks, should be considered (288).

There are several features in EEL spectra of carbon nanotubes that differ from
those of bulk carbon materials. Menon & Yuan (289) found that the π∗ peak is
more pronounced if the electron beam passes the tube near the surface instead
of near the center, which can be understood from the anisotropy of the material
(see above). The σ ∗ peak disappears with increasing curvature of graphene planes
(290). In multiwalled nanotubes the (π + σ ) plasmon energy is similar to that in
graphite, whereas it is considerably lower in single-walled nanotubes (291–293).
In contrast to graphite, C nanotubes exhibit π -to-π∗ interband transitions between
1 and 3 eV (294–297). Kociak et al. (298) reported on surface plasmon modes in
carbon nanotubes, excited with the electron beam remote from the tube surface.
They found two modes at 12–13 eV and 17–18 eV energy loss, and assigned these
losses to in-plane and out-of-plane components of the dielectric tensor. Suenaga
et al. (299) found that in nanotubes composed of B, C, and N, the individual layers
are composed of either C or BN, with C forming the outermost and innermost
layers.

Elementary excitations in C60 molecules studied by high-resolution EELS are
discussed by Lucas et al. (300). Both in the low-loss regime and between the π∗

and the σ ∗ peaks in the C-K edge, C60 molecules show distinct peaks not observed
in graphite. For larger sphere diameters, as in “carbon onions,” the electronic
structure resembles that of graphite (301).

In thin films of diamond-like carbon, Yan et al. (165) showed that the near-
surface regions exhibited a higher sp2 bonding than the film interior.

POLYMERS AND BIOLOGICAL MATERIALS Apart from C, these materials also con-
tain other elements, e.g., H and O. The bonding of C with these elements leads
to additional features in the ELNES. C–H bonds and C=O bonds (299 eV) lead
to peaks close to the π∗ peak (287). A mapping of C–C- and C–O-bonds by
energy-filtered series was shown by Martin et al. (302).

A main issue in the study of polymers is radiation damage induced by the
incident electrons. In the case of PET (polyethylene terephthalate), a critical dose
of 103 cm−2 was found (303, 304), which is at the lower limit for the study of
the ELNES of core-loss edges. A factor of about 10 can be gained by cooling the
specimen to liquid nitrogen temperature (305).

In polymers the O-K edge displays peaks at 531.5 eV (π∗ transition), 534.6 eV,
and 541.6 eV (σ ∗ transitions), all originating from O=C bonds (304).
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MAGNESIUM OXIDE Lindner et al. (306) compared experimental Mg-L and O-K
spectra with multiple-scattering calculations and concluded that the inclusion of
the core hole effect is particularly important for the K edge. Using first-principles
molecular orbital calculations for Mg-K, Mg-L, and O-K edges, Mizoguchi et al.
(183) found a good correspondence with experimental ELNES studies only after
taking into account the effect of the core hole. They assigned spectral features in
the Mg spectra to Mg∗-Mg interactions, those in the O-K edge to Mg-Mg and Mg-
O∗ interactions (Mg∗ and O∗ denote the excited atoms with core holes). Using the
mixed-basis pseudopotential approach, Elsässer & Köstlmeier (197) found a good
validity of the Z + 1 approximation for the O-K and Mg-L1 edges, whereas for the
Mg-L2,3 edge the correlation with experimental data is less satisfactory. According
to Köstlmeier & Elsässer (193) the peaks in the O-K ELNES can be understood
simply by the presence of the strongly scattering oxygen ions. Therefore, the O-
K ELNES can generally be used as a fingerprint for the structure of the anion
sublattice in metal oxides. The influence of the cation sublattice is comparatively
weak.

ALUMINUM AND ITS COMPOUNDS Figure 25 shows the Al-L2,3 edge for different
Al compounds. Bouchet & Colliex (307) identified 10 peaks a–j between 77 and
86 eV. Peaks at higher energy losses are from the transitions to 3d states, between
85 and 95 eV to 3p states (dipole-forbidden) (308), and the peaks near threshold
are transitions to 3s states (193), which are related to the formation of core excitons
induced by the core hole (194). Owing to the screening of a core hole, no such
sharp features are observed in metallic Al near threshold. According to Bouchet
& Colliex (307) peaks g–j are related with the medium-range order around the
Al atoms. The positions of peaks a–d can be used for an identification of Al
compounds. Nufer et al. (43) pointed out that under channeling conditions (i.e.,
in a zone axis orientation) dipole-forbidden, but symmetry-allowed, transitions
can occur. Nufer et al. (309) also reported on calculations of core-loss edges in α-
Al2O3 for the Al-K and -L1 edges. For both edges, transitions to the 2p states occur,
implying that they have a similar shape. However, this is not the case because of
different core holes (1s for the K edge, 2s for the L edge). The authors (309) find a
good match with experimental data in the Z + 1 approximation for the Al-K edge,
whereas for the Al-L1 edge better results are obtained without this approximation.
It is argued that the core hole effect is stronger the more localized is the core hole
(i.e., for the 1s core hole) because in such cases, the perturbation of the system is
particularly strong.

A simple way to distinguish metallic Al from Al compounds is the sharp plas-
mon peak of metallic Al at 15 eV. Figure 26 shows an energy-filtered plasmon
image of an α-Al2O3 specimen after electron irradiation at high temperatures.
Bright circular areas clearly display the metallic regions.

SILICON In a number of articles Batson (e.g., 310, 311) used spatially resolved
EELS to measure the electronic structure of the band gap in Si-based semiconductor
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Figure 25 Al-L edge in different Al compounds. The
peaks a–j are discussed in the text. Reprinted with permis-
sion from Bouchet et al. (307).

devices. After deconvolution with the low-loss signal and subtraction of transitions
from the 2p1/2 ground state (the L2 edge), the remaining Si-L3 edge is fitted to the
band structure. In SiGe alloys Batson was able to correlate strain with a change
of the shape of the Si-L edge. In a dissociated 60◦ dislocation in SiGe he found
distinct differences between the Si-L ELNES in the partial dislocation cores and
the intrinsic stacking fault in between the cores (312). He ascribed these differences
to optically active electronic states in the band gap in the partial dislocation cores.

Duscher et al. (313) show that the Si-L edge is influenced by the core hole effect
not only in oxides but also in pure Si.

TRANSITION METALS Transition metals with unoccupied d-states show two sharp
peaks (white lines) in the L2,3 absorption edge originating from transitions from
2p1/2 and 2p3/2 initial states. These two states have different energies because of
the coupling between the spin and angular magnetic moments of the 2p core hole.
With increasing Z, this energy difference becomes larger. The width of the white

A
nn

u.
 R

ev
. M

at
er

. R
es

. 2
00

5.
35

:2
39

-3
14

. D
ow

nl
oa

de
d 

fr
om

 a
rj

ou
rn

al
s.

an
nu

al
re

vi
ew

s.
or

g
by

 U
ni

ve
rs

ity
 o

f 
T

ro
nd

he
im

 -
 N

T
N

U
 o

n 
04

/2
5/

07
. F

or
 p

er
so

na
l u

se
 o

nl
y.



27 Jun 2005 15:13 AR AR246-MR35-10.tex XMLPublishSM(2004/02/24) P1: KUV

ANALYTICAL TEM 283

Figure 27 White line intensity for transition metals with dif-
ferent occupancy of 3d states. Reprinted with permission from
Pearson et al. (315).

lines decreases with Z owing to the steady filling of the 3d band, and it is narrower
for oxides than it is for the metal. For most of the transition metals (except Cu)
the edge onset is shifted toward higher energy by oxidation. The total intensity of
the white lines compared with the continuum following the edge is directly related
to the d-band occupancy (314, 316) (Figure 27). The intensity ratio of the white
lines is not equal to the simple statistical ratio of 2:1 expected from the 2j + 1
degeneracy ( j = � + s with spin s and orbital momentum �) of the two initial states
(317, 318). Rather, it is a function of the d-band occupancy and thus of the local
magnetic moment and the oxidation state of the atom (318–320). An improved
analysis of L2/L3 ratios was shown by Pease et al. (321). Murakami et al. (322)
detected a change of the d-band occupancy in a TiNiFe alloy after the martensitic
transformation.

In transition metal (TM) oxides the oxygen 2p states hybridize with the TM s-,
p-, and, in particular, d-states. For this reason the ELNES of the O-K edges show
features that resemble the L2,3 edges of the TMs, as e.g., peaks from the t2g- and
eg-orbitals (323–326).

The sharp white lines make the detection of transition metals relatively easy. It
was shown that 100 ppm can be detected (327).

The magnetic-dichroic effect can be used to characterize magnetic anisotropy
and is normally performed using X-ray absorption spectroscopy (328, 329). The
circular magnetic dichroism (difference in absorption of right- and left-circularly
polarized photons) has been demonstrated until now by using X-rays, which al-
lows determination of the magnitude and direction of spin and orbital magnetic
moments. See Reference 330 for a discussion of possible EELS experiments.
Schattschneider et al. (331) point out that it is the chirality of the 	m = ±1
transition that is measured in EELS because circular polarization is not possible
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for electrons. Linear magnetic dichroism (difference in absorption for momentum
transfer parallel and perpendicular to the magnetization) also can be detected by
EELS (49, 289, 332, 333). It basically leads to a variation of the L2,3 intensities
by changing the orientation of the specimen with respect to the electron beam.
Owing to the hybridization of O and TM orbitals, the magnetic-dichroic effect
is even visible in the O-K edge (333). The linear dichroism measures the charge
anisotropy of the valence states.

Murakami et al. (334) have reported a broad peak about 30–40 eV above the
O-K edge of transition metal oxides and perovskites and ascribe it to a resonance
effect of the ejected core electrons. They found a linear dependence of the energy
position above the edge onset and 1/R2, where R denotes the distance to the next
O atom. Thus the energy position of this peak allows a simple measure of the O–O
separation.

Titanium oxides The shape of the Ti-L2,3 edge is dominated by four peaks a–d
(Figure 28). These arise from the dipole-allowed excitation of electrons from the
inner 2p3/2 (L3 edge, peaks a and b) and 2p1/2 levels (L2 edge, peaks c and d) to
the narrow unoccupied 3d band, resulting in two white lines. Both white lines are
doubled by the action of the Coulomb field imposed by the surrounding O atoms
(ligand-field splitting). A perfect octahedral ligand field causes the five degenerate

Figure 28 Ti-L and O-K edges in SrTiO3. The peaks a–k are
discussed in the text. Reprinted figure with permission from
Zhang et al. (379).
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d-states in the conduction band to split into twofold eg orbitals that are directed at
the ligands (corresponding to peaks b and d), and the threefold t2g orbitals that are
directed between the ligands (corresponding to peaks a and c) (335). Whereas a
deviation from the octahedral symmetry will create new states in the conduction
band, a change of the magnitude of the crystal field affects the energetic position and
relative intensities of the transitions (336). However, these changes are generally
weak and are often not observable as additional peaks. Rather, a broadening of
the white lines or a change of the peak separations is detected. The eg:t2g intensity
ratio increases and their separation decreases by a reduction of the crystal field
(337). A chemical shift of 1.4 eV toward lower energies is observed in the Ti metal
compared with that in TiO2 (317). The same authors report a L3/L2 ratio of 0.8
for both Ti and TiO2. The deviation from the statistical ratio of 2:1 (obtained from
the 2j + 1 degeneracy of the initial states) is mainly due to the excitation process,
which leaves a core hole in one of the 2p states and an excited electron in the 3d
band (319). Taking this into account, Ogasawara et al. (338) recently succeeded in
approximately reproducing the experimental ratio by nonempirical ab initio cluster
calculations. By ab initio calculations, van Benthem (339) has shown that due to
the influence of the core hole, the measured white line separations deviate from
the values in the electronic ground state.

The O-K edge originates from transitions from the O 1s-shell to unoccupied 2p
states and would thus not be visible in a purely ionic compound where all 2p states
are filled. In transition metal (TM) oxide compounds, the density of unoccupied
oxygen 2p states is significantly modified by the strong hybridization with metal
3d states. The O-K edge in bulk SrTiO3 is shown in Figure 28. Seven peaks labeled
e–k are visible. It is generally accepted that peaks e and f are correlated with the
interaction of the oxygen atom with the two nearest-neighbor Ti atoms; e can be
correlated with the Ti t2g orbital and f with the Ti eg orbital. Brydson et al. (340)
made the point that a large e/f intensity ratio is typical for a linear chain of Ti-
O–Ti tight bonds, as is true for SrTiO3. Any distortion of this linearity increases
the intensity of f. For tetrahedral coordination, both peaks have similar intensities
(340, 341). By comparing different TM oxides, de Groot et al. (325) concluded
that the total intensity of e and f is inversely proportional to the d-band filling
and thus to the covalency of the Ti–O bonding. The weakness of peak f has also
been attributed to its broadening by the strong eg-eg interaction (341, 342). It is
argued that this interaction even leads to a splitting of the eg band leading to the
separate peak g. From this, Tanaka et al. (342) conclude that the eg intensity and
the separation of f and g should sensitively depend on the Ti–O bonding angle.
Peaks h and i most probably are related to the Sr–O bonding (340–342). There
is no unambiguous assignment of peak j to structural features. Whereas de Groot
et al. (341) assumes this peak to originate from the Sr 4p band, Tanaka assigns it to
the Ti 4s band. Finally, peak k is generally assumed to be related to the Ti 4p band.
Wallis & Browning (343) and Browning et al. (344) performed multiple scattering
calculations using clusters extracted from the perovskite structure. By removing
atoms from the cluster they assigned spectral features to structural features. Apart
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Figure 29 V-L edge in various vanadium oxides.
Reprinted with permission from Gloter et al. (346).

from peaks e and f, they assigned the other peaks mainly to the scattering from the
surrounding oxygen atoms.

Vanadium In Figure 29 the V-L2,3 edge is shown for different vanadium oxides
(345, 346). There is a gradual decrease of the L3/L2 white line ratio with increasing
oxidation state. This is accompanied by an increase of the oxygen-K edge intensity
at the onset of the edge (530 eV).

Manganese The Mn-L2,3 and O-K ELNES were measured by Kurata & Colliex
(347) for oxides with five different nominal oxidation states of the Mn ions. The
results are shown in Figure 30. The O-K edge is composed of features a–d. Peak a is
attributed to transitions to O 2p states hybridized with Mn 3p states. The structure
of this peak varies significantly in the different oxides. The Mn-L edge shows two
prominent white lines. With increasing oxidation state the L3 peak shifts toward
higher energy and the L2/L3 intensity ratio increases.
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Figure 30 O-K and Mn-L edges in different manganese ox-
ides. Reprinted with permission from Colliex (347).

Iron The structure of the O-K and Fe-L2,3 edges of various Fe oxides was dis-
cussed by Colliex et al. (348). Similar to other transition metal oxides, it was found
that the oxygen-K edge is sensitive to the local bonding and coordination, and the
Fe-L edge is strongly influenced by electron Coulomb and exchange interactions
between the 2p core hole and 3d electrons. The latter was confirmed by Kurata
et al. (349) using ab initio cluster calculations. In addition, a high-spin state of
α-Fe2O3 (parallel spins of the 5d electrons, S = 5/2) had to be assumed. The
crystal field from the oxygen ligands causes a shoulder at the onset of the L3 white
line. The L3/L2 ratio increases with decreasing crystal field owing to a transition
from a high-spin to a low-spin state (Figure 31) (319, 320, 347, 350). An overview
of Fe L2,3 edge shapes in many Fe-containing minerals is shown by van Aken &
Liebscher (351). From a detailed analysis they determined the relative content of
Fe3+ ions with an absolute error of ± 0.02. This is possible because the L3 white
line of Fe2+ is located at 707.8 eV, whereas it is shifted to 709.5 eV in the case of
Fe3+.

Copper Owing to the filled d-states, metallic copper does not show white lines
in the L2,3 edge. However, in the presence of oxidizing elements, charge can be
removed from the Cu atoms, which makes the white lines appear. White line
intensity can be used to determine the oxidation state (314, 315, 317). Cu oxide
spectra of different compounds (different oxidation states) are shown in Figure 32.

Zinc From the shape of the Zn-L edge, Mizoguchi et al. (354) were able to
distinguish different oxygen coordination numbers of Zn atoms.

Intermetallic alloys Muller & Silcox (352) studied the Ni-L and the Al-L edges
in Ni1−xAlx, both experimentally and by theory. For the Ni-L edge they found a
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Figure 31 Intensity ratio of Fe L3 and L2 white lines as a function of the magnitude
of the crystal field acting on the Fe atom by surrounding oxygen ions. Reprinted with
permission from Kurata et al. (349).

steady decrease of the L3 white line with increasing Al content (Figure 33) because
of hybridization of Al 2s with Ni 3d orbitals. The intensity close to the onset of the
Al-L edge was found to decrease with increasing Ni content. This was attributed
to a pseudogap, also originating from s–d hybridization. Changes of the Ni-L2,3

edge by the formation of Ni-based intermetallic compounds were measured by
Potapov et al. (353).

GALLIUM NITRIDE The N-K edge shows several well pronounced peaks
(Figure 34) (161). Their positions are almost the same in c-GaN and h-GaN be-
cause in both systems the N coordination is tetrahedral. Lazar et al. (161) also
studied the low-loss regime of GaN and detected the band gap, as well as several
interband transitions. They were able to fit the intensity above the band gap to that
expected from a direct semiconductor.

The variation of the N-K and Al-K edges with N content in AlxGa1−xN is
shown in Figure 35 (355). The strong variation of the N-K edge is attributed to
the fact that, through a variation of x, the composition of nearest-neighbor atoms
of N changes. For Al atoms only the second-nearest neighbors change with x. The
slight peak shifts of the Al-K edge are attributed to an increase in interatomic
distances.
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Figure 32 Cu-L edge in Cu and two Cu ox-
ides. Reprinted with permission from Imhoff
et al. (47).

RARE-EARTH ELEMENTS In lanthanides the M4,5 edge is dominated by white lines
originating from transitions 3d3/2 → 4f5/2 (M4) and 3d5/2 → 4f7/2 (M5). The
M4:M5 intensity ratio was found to decrease with increasing 4f orbital occupancy
(Figure 36) (358) and could therefore be used to determine the oxidation state
(356).

Buck & Fortner (357) reported the detection of less than 200 ppm of U and
Pt in nuclear waste glass by analyzing the M4,5-edges at about 3.7 keV. A similar

Figure 33 Ni-L edge in Ni1−xAlx for different values of
x. Reprinted with permission from Muller & Silcox (352).
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Figure 34 N-K edge in hexagonal and cubic GaN. The spectra with 0.2 eV energy
resolution were obtained using an electron monochromator. Reprinted with permission
from Lazar et al. (161).

Figure 35 N-K and Al-K edges in AlxGa1−xN for different values of x.
Reprinted with permission from Radtke et al. (355).
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Figure 36 Intensity ratio of M4 and M5 white lines
for different lanthanides. Reprinted with permission from
Fortner et al. (358).

trend of the M4:M5 intensity ratio with 5f orbital occupancy was found as in the
lanthanides (Figure 37) (358).

SPINELS Spinels are compounds with the composition AB2O4, where A and B
are transition metals and O is oxygen. Depending on the site occupancy of the
metal atoms, normal and inverse spinels are distinguished. In normal spinels all
octahedral sites are occupied by B3+ ions, whereas in the inverse spinel these sites
are occupied by A2+ and B3+ ions in equal proportions.

The O-K edge was studied for a series of normal spinels with B=Cr3+

(chromites) by Docherty et al. (359) both experimentally (Figure 38) and by multi-
ple scattering simulation using the FEFF8 code. They identified six peaks denoted
by A, B, C, D (with a shoulder, denoted as D∗), and E. From the fact that peaks A–C
are not present in aluminate spinels it was concluded that these peaks are related to
the vacant d-states of the Cr ions because these d-states hybridize with O 2p-states.
The intensity of peak C changes with the nature of the A ion. No marked changes
were observed in a variation of the A ions, both in aluminates and chromites. The
FEFF calculations showed good correspondence with experimental spectra for the
Mg aluminate but poor agreement for all chromates. It was suggested that this is
due to the influence of magnetic interactions.

The intensity of the low-energy shoulder in the aluminates (left side of
Figure 38) was found to be related to the degree of inversion, being particularly
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Figure 37 Intensity ratio of M4 and M5 white lines
for different actinides. Reprinted with permission from
Fortner et al. (358).

strong at full inversion (193, 360). Thus this shoulder is related to the tetrahedral
nearest-neighbor coordination (361, 362).

PEROVSKITES (SEE ALSO Ti-OXIDES) Perovskites are oxides with composition
ABO3, where A and B are metal ions. Using the combination of atom-column-
resolved Z-contrast and EELS, Klie et al. (363) studied different perovskites with
[A = (La,Sr)/B = (Fe,Cr); A = Sr/B = Co; A = Sr/B = Ti]. Using EEL spectra
acquired from different atom columns, they determined the valency of the transi-
tion metals and from this deduced the number of oxygen vacancies. In the case of
SrTiO3, they showed evidence for the accumulation of oxygen vacancies near a
grain boundary.

HIGH-TEMPERATURE SUPERCONDUCTORS A prepeak of the O-K edge at about
529 eV in La2−xSrxCuO4−δ (364), YBa2Cu3O7−δ (365), and Bi2Sr2Ca1−xYxCu2O8

(366) was reported for p-doped material. This peak indicates the presence of holes
on O sites. From the orientation dependence of the shape of the O-K edge, it was
possible to determine the symmetry of these hole states (367–369).

METAL–CERAMIC INTERFACES Owing to the different interatomic bonds in met-
als and ceramics (covalent and/or ionic), atoms close to interfaces between these

A
nn

u.
 R

ev
. M

at
er

. R
es

. 2
00

5.
35

:2
39

-3
14

. D
ow

nl
oa

de
d 

fr
om

 a
rj

ou
rn

al
s.

an
nu

al
re

vi
ew

s.
or

g
by

 U
ni

ve
rs

ity
 o

f 
T

ro
nd

he
im

 -
 N

T
N

U
 o

n 
04

/2
5/

07
. F

or
 p

er
so

na
l u

se
 o

nl
y.



27 Jun 2005 15:13 AR AR246-MR35-10.tex XMLPublishSM(2004/02/24) P1: KUV

ANALYTICAL TEM 293

Figure 38 O-K edges of various Al- and Cr-spinels. Reprinted
with permission from Docherty et al. (359).

material systems may differ in oxidation state and in coordination from the par-
ent crystals or may even form new phases along the interfaces. Unfortunately,
at present it is not possible to make predictions about the interfacial electronic
and atomic structure from the basic properties of the materials. Experimentally,
the most frequently used analytical technique in this field is the spatial difference
technique as well as EELS line scans across the interface.

MgO–Cu Using the spatial difference method Imhoff et al. (370) found a CuO-
like Cu-L2,3 ELNES indicating transfer of charge from Cu to MgO. From EELS
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line scan data, Muller et al. (371) concluded that metal-induced gap states exist in
the MgO. These originate from the Cu wave function extending into the band gap
of MgO.

Cu–α-Al2O3 Dehm et al. (372) and Scheu et al. (373) studied Cu films deposited
on the basal plane of sapphire by molecular beam epitaxy (MBE) at 473 K. The
spatial difference spectrum showed Cu2O-type bonding, i.e., the Cu atoms are
reduced to the Cu1+ state by charge transfer to the neighboring O atoms. MBE
films grown at 800◦C on the (112̄0) plane show a mixed Al-Cu interface plane
facing an oxygen layer in the sapphire substrate (374).

Nb–α-Al2O3 From a change of the interface-specific ELNES of the Al-L edge,
Bruley et al. (375) concluded that diffusion-bonded material showed Al–Nb bond-
ing. From the absence of this signal in MBE-grown interfaces, Nb–O bonding was
deduced.

Al–α-Al2O3 Scheu et al. (376) found changes of both Al-L and O-K edges at the
interface between Al and sapphire. Therefore it is concluded that the sapphire is
O-terminated.

Cr,Ni/SrTiO3 At interfaces between Ni or Cr and SrTiO3 bonding between metal
and oxygen atoms was detected by van Benthem et al. (377).

DISLOCATION CORES The experimental study of the ELNES in dislocation cores
is particularly challenging because the dislocation has to be viewed along the
dislocation line and thus appears as a one-dimensional defect. Batson (312) studied
the electronic structure of dislocations in SiGe (see above). Zhang et al. (378, 379)
detected a change of the Ti-L and O-K ELNES and attributed this to a distortion
of the TiO6 octahedra in the dislocation core. This distortion was accompanied by
a loss of oxygen in the core region.

Arslan & Browning (380) and Xin et al. (381) obtained N-K ELNES from dislo-
cation cores in GaN. By comparing multiple scattering calculations they concluded
that in pure GaN dislocations do not induce states in the band gap.

GRAIN BOUNDARIES As in the study of interfaces, the spatial difference method
is particularly powerful for the study of the electronic structure or segregation
at grain boundaries (GBs) (see above). Nufer et al. (382) studied the electronic
structure at the rhombohedral twin grain boundary in α-Al2O3. They found good
correspondence between band structure calculations, EELS, and HRTEM results.

Until the 1970s, grain boundary segregation studies were the domain of Auger
electron spectroscopy. The first to measure segregation by TEM were Doig &
Flewitt (108). The quantitative measure of the GB excess is possible by illuminating
a narrow area containing the GB and comparing the EELS or EDXS signal with
that of an area remote from the GB. This is basically a spatial difference method.
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It can be done most effectively in a STEM. A field-emission electron source is
almost mandatory because the relative signal from the GB is higher the smaller
the illuminated area. Usually a width of a few nanometers perpendicular to the
boundary is used. In thick specimen areas, beam broadening can introduce errors
into the analysis. This was taken into consideration by Alber et al. (112). Another
approach also applicable in a TEM was described by Walther et al. (383). They
measured the signal from the segregated element using different sizes of the focused
electron beam. From the interpolation to zero beam size they obtain the GB excess.
Using the ζ -factor method (56), Watanabe et al. obtained compositional maps of
the Cr-, Ni-, and Mo-segregation at GBs in Fe (383a). A method to measure GB
segregation at heterointerfaces was shown by Kooi et al. (384).

With the availability of highly stable microscopes it has become possible to
probe the ELNES of almost single-atom columns on the GB or interface. Several
examples are shown in (385) and references therein.

CONCLUSIONS

With the advent of new instrumentation (Cs correctors, electron monochromaters,
energy filters, CCD detectors) it has now become possible to obtain chemical
information with a spatial resolution well below 1 nm and an energy resolu-
tion better than 0.2 eV in analytical TEM. This unique combination makes an-
alytical TEM an indispensable technique in materials science. The instrumental
achievements have been accompanied by a steady development of data evalu-
ation and interpretation, the aim of which is to extract the utmost information
from the available experimental data. Owing to this rapid progress, the present
article can at best give a snap-shot of the present state in this exciting field of
research.
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B. 2001. Orientation dependence of ion-
ization edges in EELS. Ultramicroscopy
86:343–53

38. Nelhiebel M, Luchier N, Schorsch P,
Schattschneider P, Jouffrey B. 1999. The
mixed dynamic form factor for atomic
core-level excitations in interferometric
electron-energy-loss experiments. Phi-
los. Mag. B 79:941–53

39. Krause M, Oliver J. 1979. Natural width
of atomic K-levels and L-levels, K-alpha
X-ray-lines and several KLL Auger
lines. J. Phys. Chem. Ref. Data 8:329–
38

40. Fuggle JC, Inglesfield JE. 1992. In-
troduction. In Unoccupied Electronic
States, ed. JC Fuggle, JE Inglesfield, pp.
1–23. Berlin: Springer

41. Fuggle J, Alvarado S. 1980. Core-
level lifetimes as determined by X-
ray photoelectron-spectroscopy mea-
surements. Phys. Rev. A 22:1615–24

42. Rehr J, Albers R. 2000. Theoretical ap-
proaches to X-ray absorption fine struc-
ture. Rev. Mod. Phys. 72:621–54

43. Nufer S, Gemming T, Köstlmeier S,
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liex C. 2002. Improving energy resolu-
tion of EELS spectra: an alternative to
the monochromator solution. Ultrami-
croscopy 96:385–400

164. Overwijk M, Reefman D, Batson P.
1998. Maximum entropy deconvolution
applied to EELS. Presented 14th Int.
Congress on Electron Microscopy, Can-
cun, Mexico

165. Yan J, Chen F, Kai J. 2002. Mapping of
sp2/sp3 in DLC thin film by signal pro-
cessed ESI series energy-loss image. J.
Electron Microsc. 51:391–400

166. Haking A, Troester H, Richter K, Cru-
cifix C, Spring H, Trendelenburg MF.
1999. An approach to an objective back-
ground subtraction for elemental map-
ping with core-edges down to 50 eV:
description, evaluation and application.
Ultramicroscopy 80:163–82

167. Egerton R, Malac M. 2002. Improved
background-fitting algorithms for ion-
ization edges in electron energy-loss
spectra. Ultramicroscopy 92:47–56

168. Chan H, Williams D. 1985. Quantitative-
analysis of lithium in Al-Li alloys
by ionization-energy loss spectroscopy.
Philos. Mag. B 52:1019–32

169. Leapman RD, Hunt JA, Buchanan RA,
Andrews SB. 1993. Measurement of low
calcium concentrations in cryosectioned

cells by parallel-EELS mapping. Ultra-
microscopy 49:225–34
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193. Köstlmeier S, Elsässer C. 1999. Ab ini-
tio calculation of near-edge structures in
electron-energy-loss spectra for metal-
oxide crystals. Phys. Rev. B 60:14025–
34

194. Tanaka I, Adachi H. 1996. Calculation
of core hole excitonic features on Al L23-
edge X-ray-absorption spectra of alpha-
Al2O3. Phys. Rev. B 54:4604–8

195. Paxton A, Craven A, Gregg J, McComb
D. 2003. Bandstructure approach to near
edge structure. J. Microsc. 210:35–44
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Figure 3   Electron energy filter (MANDOLINE type, Zeiss) which is incorporated
within the microscope column. Electrons having suffered specific energy losses can
be selected by the energy-selecting slit.

Figure 22   Map of plasmon peak energies in a Si-B-C-N ceramic containing SiC
(blue) and Si3N4 (orange) grains. The grains can be easily distinguished owing to
their different valence electron densities. Reprinted with permission from Sigle et al.
(264).
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C-2 SIGLE

Figure 26   Image obtained from electrons that have excited a plasmon in metallic
Al. The metallic particles (red and yellow) can be easily distinguished from oxidized
Al (blue).
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