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Abstract—The performance of two different Quadratic Programming (QP) solvers for embedded Model Predictive Control (MPC), FiOrdOs and qpOASES, is evaluated for a relevant case study from the petroleum industry. Embedded MPC for the considered system is implemented on a PLC (Programmable Logic Controller) using both solvers. The focus is on the computation time and memory requirements of the solvers as the dimensions of the control problem increase. The results show that qpOASES has a superior performance for small systems with respect to computation time. However, qpOASES has a near cubic growth in computation time with respect to the number of system variables, while FiOrdOs only has a near linear growth. FiOrdOs may thus be faster for larger systems. FiOrdOs has a smaller memory footprint than qpOASES for small systems; however, the program size grows faster than with qpOASES, and for the largest system configuration, the program sizes were almost identical. For even larger systems, qpOASES may have smaller program memory requirements than FiOrdOs, though qpOASES requires more data memory for all problem sizes.

I. INTRODUCTION

Model Predictive Control (MPC) is an optimization-based control strategy especially acknowledged for its capability of handling multivariable control problems with constraints. MPC is found in a wide range of application areas, including power plants, petroleum refineries, chemicals, food processing, automotive, and aerospace applications, with an increasing number of reported applications [1].

MPC is typically implemented in a PC/server-based environment [1], [2], but there is a growing interest for embedded implementation of MPC. This requires MPC to be implemented on hardware such as microcontrollers, Field Programmable Gate Arrays (FPGAs) or Programmable Logic Controllers (PLCs). A main criticism of MPC has often been that the control method is computationally very demanding, as it is based on repeatedly solving a numerical optimization problem on-line (in real-time). This is a challenge given the limited computational resources typically found in such hardware.

PLCs are commonly used in the industry due to their reliability and robustness properties, and several studies considering implementation of MPC on a PLC have recently been conducted. Implementation aspects of MPC on a PLC were discussed in [3] and [4]. Feasibility of embedded MPC on a PLC was investigated in [5] and [6], with realistic case studies from two different applications within subsea petroleum production; an Electric Submersible Pump (ESP) and a subsea separation unit.

Significant progress has recently been made in the area of embedded MPC. Important contributions include exploiting the MPC problem structure and computational architectures, such as in [7], [8]. This has resulted in a variety of software tools targeting embedded platforms, with efficient and portable software implementations of different Quadratic Programming (QP) solver algorithms, such as FORCES [8], qpOASES [9], FiOrdOs [10], CVXGEN [11], HPMPC [12] and µAO-MPC [13].

Solver scalability tests are performed in most papers where new implementations of QP solver algorithms are presented. However, most of these tests compare similar solver methods (e.g. only first order methods, active set methods or interior point methods). Nevertheless, scalability tests for different solver methods are performed in [14], where all solver algorithms are tested with cold-start. A recent comparison study of different QP solver algorithms for embedded MPC is presented in [15], where the need for proper benchmarking of QP solvers is emphasized, and preliminary benchmarking results are presented based on different performance metrics.

Three different QP solvers (FiOrdOs, qpOASES and CVXGEN) were compared in [16], using the two industrial case studies from [5] and [6]. In this paper, the scalability of two of these solvers (FiOrdOs and qpOASES) is studied, i.e. how the solvers perform in terms of memory requirements and computation time as the problem size increases. The need for a scalable QP solver is motivated by a relevant case study from the petroleum industry; a subsea petroleum production system consisting of a subsea manifold and production wells where ESPs are installed for artificial lift. From a control perspective this is a very scalable system, as one may choose how many wells to include in the controller. Up to four wells are considered in this paper, though up to about 20 wells may produce to a single production manifold in a real system. The focus in this paper is on the performance of the different QP solvers for varying problem sizes. Control of ESPs using MPC was considered in [17] and [6], where the control problem itself is discussed more extensively.

This paper is organized as follows: the considered QP solvers are described in Section II, the case study is presented in Section III, the controller implementation process is outlined in Section IV, results from hardware-in-the-loop simulations are presented and discussed in Section V, and concluding remarks are given in Section VI.
II. EMBEDDED QP SOLVERS

Many code generators are now available to generate portable source code for fast and efficient QP-solvers with modest memory requirements, making embedded implementations practically feasible. Three such solvers were compared in [16]: FiOrdOs, qpOASES and CVXGEN. These solvers are based on three different methods; FiOrdOs on a first order method, qpOASES on an active set method, and CVXGEN on an interior-point method. The latter two are second order methods when classified by the highest order of the information used to solve the QP.

Only FiOrdOs and qpOASES are extensively tested in this paper. As stated in [11], CVXGEN targets small problems, and indeed, CVXGEN was not able to generate a solver for the larger system configurations considered in our case study\(^1\), and was thus not further considered.

FiOrdOs and qpOASES are briefly described in this section.

A. FiOrdOs

FiOrdOs\(^2\), which is implemented as a MATLAB toolbox, generates custom solvers for parametric QP problems, implemented in ANSI C code. The generated solvers are based on first-order methods, which means that only first-order derivatives (gradients) are used to find the solution. In this paper FiOrdOs is used to generate a custom QP solver based on the primal-dual first-order method proposed in [18], which was also used in [6] and [16]. The QP solver is generated based on the sparse formulation of the MPC problem, cf. [16].

Compared to second-order methods, first-order methods perform many, but cheap, iterations when searching for the solution of the QP. In our implementation, the solver runs for a fixed number of iterations. The number of necessary iterations is found empirically, based on hardware-in-the-loop simulations. FiOrdOs can easily be warm-started, to provide an acceptable controller performance with relatively few iterations, which is done in our implementation.

B. qpOASES

qpOASES\(^3\) is an open-source implementation of the Online Active SEt Strategy [9], [19]. This is a primal-dual active set method that introduces a homotopy path from the solution of the previous QP problem to the current one, while the set of active constraints at the optimal solution is identified and updated online. qpOASES is originally written in C++, but a new ANSI C embedded variant is used in this paper, as in [16]. Unlike the solver generated by FiOrdOs, the QP solver code in this case is not tailored to a specific QP. A condensed formulation of the MPC problem (as described in [16]) is used with qpOASES.

\(^1\)CVXGEN was only able to generate a solver for configurations 1 and 2 as described in Section V-B. Extensive results using CVXGEN for problems of small size (comparable to configurations 1 and 2) were presented in [16].

\(^2\)See http://fiordos.ethz.ch

\(^3\)See http://www.qpOASES.org

III. CASE STUDY

A. The system

The case study considered in this paper is a realistic subsea petroleum production system consisting of (up to) four petroleum production wells producing to a subsea production manifold, and the riser taking the produced fluid to the surface facilities. Electric Submersible Pumps (ESPs) are installed in the wells for artificial lift, as well as a booster pump in the riser. The system is shown in Fig. 1.

ESP is a widely used technique to create artificial lift in petroleum production systems. The ESP is installed inside the well with the purpose of reducing the hydrostatic pressure from the fluid in the well. This provides a boosted production from the well and possibly an increased recovery rate from the reservoir.
B. The control problem

Many factors may cause failure, or contribute to a reduced life-time, of ESP installations, including excessive levels of e.g. thrust forces, vibrations, or electric power consumption of the ESP motor. Failure of the ESP has a huge economic impact, due to both the production loss, and the costs of replacing the equipment. Maintaining good operating conditions for the ESP is thus a main priority in such installations, in addition to production optimization. This highly motivates the use of automatic control, as discussed in [17].

For the considered system, the main control targets are as follows:

- Avoid electric motor burnout by limiting the power consumption of each motor
- Avoid pump failure due to excessive thrust forces by imposing limits on the flow rate in each well and the riser
- Ensure acceptable pressure conditions for each well and the manifold
- Avoid backflow in the system by maintaining a sufficient pressure drop across each choke valve
- Limit (and minimize) the overall electric power consumption of the system
- Optimize the production by maintaining a desired pressure at the inlet of each ESP

Thus, the controlled variables in the system are the current consumption of each electric motor, the flow rate in each well and the riser, the ESP inlet pressure in each well, the manifold pressure, the pressure difference across each choke valve, as well as the total current consumption of the system. The control inputs in the system are the pump speed of each ESP and the booster pump, the production choke opening for each well, and the topside choke opening.

The focus in this paper is on the performance of the different QP solvers for varying problem sizes rather than the control problem itself. The reader is referred to [17] and [6] for a more extensive discussion of the control problem and controller implementation.

C. Simulator

A simulator for the considered system is implemented in MATLAB. The simulator is based on the model of an ESP-lifted well presented in [6], which is based on a model developed by Statoil in [17], [20]. The system model has been augmented to include a model of the production manifold, the booster pump and the riser.

IV. EMBEDDED MPC IMPLEMENTATION

The process of implementing MPC on a PLC using FiOrdOs was described in [6]. In this paper qpOASES is also implemented, but the main steps of the implementation process remain unchanged. As illustrated in Fig. 2, the main steps are:

- Design and configure the controller using SEPTIC
- Generate QP formulation
- Generate solver code for the QP formulation
- Implement on PLC

These steps are further discussed below.

A. SEPTIC

The MPC controller is first designed and configured using SEPTIC (Statoil Estimation and Prediction Tool for Identification and Control), which is Statoil’s in-house software tool for MPC [21]. SEPTIC has many built-in features to ease the process of developing and configuring the controller to obtain the desired performance. The model used for prediction in the controller is generated by SEPTIC. Steps in the inputs and disturbances are applied to the simulator, and the response is recorded by SEPTIC. Linear SISO (single input, single output) step response models are then generated for each input/output pair. These models are combined in the controller based on the superposition principle to predict the multivariable system dynamics [21]. Once the models are obtained, the controller is configured and tuned.

B. Generating the QP formulation

The SEPTIC controller is translated into a sparse QP formulation using an automatic code generator developed specifically for this purpose in [22], referred to as the eMPC code generator in the sequel. The eMPC code generator also provides C code files that implement a general framework for embedded MPC implementation.

C. Generating the solver code

An extension of the eMPC code generator has been implemented in MATLAB to obtain the required QP formulations for both FiOrdOs and qpOASES. The sparse QP formulation is slightly reformulated to obtain the desired formulation for FiOrdOs, which is used to generate a custom C code solver for the QP. The sparse QP formulation is also translated into the condensed QP formulation that is used with qpOASES (cf. [16]). As much of the problem data is constant, some offline preprocessing is made to speed up the online updates. The condensed QP formulation, including constant problem data and functions to efficiently update problem data online, is then generated in C code, and later combined with the general qpOASES solver.

D. PLC implementation

The target hardware platform is the PLC model ABB AC500 PM592-ETH, which has support for ANSI C89 and C99, and significant computational power. The software
package ABB PS501 Control Builder Plus (version 2.3.0), which is based on the CoDeSys automation platform technology, is used to integrate the MPC controller (C code) into the PLC software/runtime environment.

In the PLC implementation, the C code QP solver is combined with the general functionality provided by the eMPC code generator, as well as functions and data from the solver code generator. Additional functionality, such as warm-starting the solver, and OPC communication via Ethernet, is also implemented.

V. HARDWARE-IN-THE-LOOP SIMULATION RESULTS

The hardware and simulator setup is described in this section, and results from hardware-in-the-loop simulations are presented and discussed.

A. Hardware setup

The ESP simulator is implemented in MATLAB and is run on a Windows PC. The embedded controller is implemented and run on the PLC. Communication between the simulator and the PLC is established via Ethernet and an OPC server.

B. Controller configurations and problem sizes

In order to test the QP-solvers for different problem sizes, five different controller configurations are developed for the system described in Section III. The configurations range from controlling only a single ESP to controlling the entire system with four ESPs and the booster pump (BP). The different configurations and the number of input variables (manipulated variables, MVs), output variables (controlled variables, CVs) and disturbance variables (DVs) in each configuration are shown in Table I.

The number of optimization variables and constraints for each controller configuration using FiOrdOs and qpOASES is given in Table II. Note that FiOrdOs solves the sparse formulation of the MPC problem, while qpOASES solves the condensed formulation, as described in [16]. The condensed formulation has a lot fewer optimization variables, at the expense of less structured (dense) matrices in the QP.

C. Main results

For each of the configurations in Table I, embedded MPC is implemented on the PLC using both FiOrdOs and qpOASES, following the implementation process described in Section IV. Hardware-in-the-loop simulations are performed for each implementation, and the performance in terms of solver run-time, number of solver iterations, and memory usage is recorded.

Table III shows the average and worst-case computation time, the average and worst-case number of solver iterations, the average computation time per solver iteration, and the memory usage on the PLC for both program and data memory, for each solver and for each controller configuration. It should be noted that the current release of FiOrdOs does not provide any functionality for termination conditions in order to solve all problems with the same accuracy. Thus, while qpOASES is run till full convergence of the solver with machine precision, FiOrdOs is run for a fixed number of solver iterations. The number of iterations is set to 100 for all configurations in our case study, which was shown in [6] to provide sufficient performance for one ESP. This may, however, be insufficient for configuration 2-5, as FiOrdOs may be prematurely terminated in order to achieve a performance comparable to qpOASES. Thus, one may expect qpOASES to provide a better controller performance than FiOrdOs for configurations 2-5 with this setup, and the computation times in Table III are thus not directly comparable.

The average computation times required by qpOASES to achieve full convergence, and for FiOrdOs to perform

### Table I

<table>
<thead>
<tr>
<th>#</th>
<th>Description</th>
<th>MV</th>
<th>CV</th>
<th>DV</th>
<th>Sum</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1 ESP</td>
<td>2</td>
<td>5</td>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td>2</td>
<td>BP and 1 ESP</td>
<td>4</td>
<td>9</td>
<td>1</td>
<td>14</td>
</tr>
<tr>
<td>3</td>
<td>BP and 2 ESPs</td>
<td>6</td>
<td>13</td>
<td>1</td>
<td>20</td>
</tr>
<tr>
<td>4</td>
<td>BP and 3 ESPs</td>
<td>8</td>
<td>17</td>
<td>1</td>
<td>26</td>
</tr>
<tr>
<td>5</td>
<td>BP and 4 ESPs</td>
<td>10</td>
<td>21</td>
<td>1</td>
<td>32</td>
</tr>
</tbody>
</table>

### Table II

<table>
<thead>
<tr>
<th>Pumps</th>
<th>QP solver</th>
<th>Variables</th>
<th>Constraints</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Inequalities</td>
<td>Equalities</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>FiOrdOs</td>
<td>72</td>
<td>61</td>
</tr>
<tr>
<td></td>
<td>qpOASES</td>
<td>17</td>
<td>83</td>
</tr>
<tr>
<td>2</td>
<td>FiOrdOs</td>
<td>133</td>
<td>108</td>
</tr>
<tr>
<td></td>
<td>qpOASES</td>
<td>32</td>
<td>148</td>
</tr>
<tr>
<td>3</td>
<td>FiOrdOs</td>
<td>195</td>
<td>162</td>
</tr>
<tr>
<td></td>
<td>qpOASES</td>
<td>48</td>
<td>222</td>
</tr>
<tr>
<td>4</td>
<td>FiOrdOs</td>
<td>257</td>
<td>216</td>
</tr>
<tr>
<td></td>
<td>qpOASES</td>
<td>64</td>
<td>296</td>
</tr>
<tr>
<td>5</td>
<td>FiOrdOs</td>
<td>319</td>
<td>270</td>
</tr>
<tr>
<td></td>
<td>qpOASES</td>
<td>80</td>
<td>370</td>
</tr>
</tbody>
</table>

### Table III

<table>
<thead>
<tr>
<th>N</th>
<th>QP solver</th>
<th>Time [ms]</th>
<th>Iterations</th>
<th>Avg. time/ iter. [µs]</th>
<th>Memory [kB]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>avg</td>
<td>wc</td>
<td>avg</td>
<td>wc</td>
</tr>
<tr>
<td>1</td>
<td>FiOrdOs</td>
<td>6</td>
<td>7</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>qpOASES</td>
<td>3</td>
<td>12</td>
<td>3</td>
<td>17</td>
</tr>
<tr>
<td>2</td>
<td>FiOrdOs</td>
<td>39</td>
<td>40</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>qpOASES</td>
<td>9</td>
<td>73</td>
<td>10</td>
<td>60</td>
</tr>
<tr>
<td>3</td>
<td>FiOrdOs</td>
<td>81</td>
<td>81</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>qpOASES</td>
<td>23</td>
<td>254</td>
<td>8</td>
<td>191</td>
</tr>
<tr>
<td>4</td>
<td>FiOrdOs</td>
<td>131</td>
<td>133</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>qpOASES</td>
<td>52</td>
<td>305</td>
<td>11</td>
<td>88</td>
</tr>
<tr>
<td>5</td>
<td>FiOrdOs</td>
<td>192</td>
<td>194</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>qpOASES</td>
<td>119</td>
<td>534</td>
<td>19</td>
<td>107</td>
</tr>
</tbody>
</table>
100 iterations, are shown in Fig. 3. The average number of iterations performed by qpOASES is shown in Fig. 4. The average computation time per iteration for each solver is shown in Fig. 5, where the computations times for FiOrdOs is scaled by a factor of 5 for easier comparison. The memory usage on the PLC for each solver is shown in Fig. 6.

D. Computation time

As shown in Table III and Fig. 3, qpOASES exhibits a superior performance with respect to average computation time for all considered system sizes, even with a modest 100 iterations performed by FiOrdOs.

As seen in Fig. 5, the time required per iteration using FiOrdOs shows a growth between linear and quadratic with respect to problem size, while qpOASES shows a near quadratic growth. This is consistent with the typical asymptotic complexity of first order methods, while solution methods for the condensed problem typically have a cubic growth.

As seen in Fig. 4, the number of iterations performed by qpOASES shows a near cubic growth in problem size, and also the resulting computation time in Fig. 3 shows a near cubic growth, while the computation time using FiOrdOs (with a fixed number of iterations) only shows a growth between linear and quadratic. Depending on the number of iterations required by FiOrdOs, FiOrdOs may thus provide
a superior performance for even larger problems, though the development for larger problems is uncertain.

E. Memory usage

As seen in Fig. 6, FiOrdOs has a lot smaller memory requirement than qpOASES for small problems. For larger problems, the required program memory is quite comparable, with a close to linear growth, though the program memory usage seems to grow a little faster with FiOrdOs than with qpOASES. qpOASES requires more data memory than FiOrdOs for all problem sizes.

VI. CONCLUSION

The results in this paper show that CVXGEN is only suitable for relatively small systems, while both qpOASES and FiOrdOs were able to solve the QP problem for the largest system considered in this paper. The results also show that both qpOASES and FiOrdOs have both advantages and disadvantages for different control problem sizes.

Compared to FiOrdOs, qpOASES has a superior performance with respect to computation time for the considered system sizes, but shows a near cubic growth in computation time with respect to the number of system variables. FiOrdOs requires more computation time for the considered problems, but shows a growth between linear and quadratic with respect to the number of variables with a fixed number of iterations. Depending on the required number of iterations, FiOrdOs may thus be faster for larger systems, though the development for larger systems is uncertain.

FiOrdOs has a smaller memory footprint than qpOASES for small systems; however, the program size grows faster than with qpOASES, and for the largest system considered in this paper, the program sizes are almost identical. For even larger systems, qpOASES may have smaller program memory requirements than FiOrdOs, though qpOASES requires more data memory for all problem sizes. These results are consistent with the results reported in [16].
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