Nonlinear Observer for Tightly Coupled Integration of Pseudo-Range and Inertial Measurements

Tor A. Johansen and Thor I. Fossen

I. INTRODUCTION

Range measurement systems for vehicle navigation typically involve a receiver on the vehicle that receives signals from transponders\(^1\) at known locations. The receiver measures signal time of arrival, phase difference, or some other variable that is proportional to the range. The geometric range is a nonlinear function of vehicle and transponder positions given by their Euclidean distance. Since the geometric range is not measured directly, one usually employs a pseudo-range measurement model with a bias parameter due to effects such as clock synchronization errors.

Usually at least four measurements are needed to estimate the four variables: three position coordinates and a bias parameter. With a sufficient number of pseudo-range measurements, the global nonlinear algebraic equations of the position estimation problem has two solutions, except in cases with at least five measurements, where the solution is typically unique, [1], [2], [3]. Although the global algebraic solution can be used directly, an observer employs dynamic models and other measurements to improve the accuracy and robustness.

Inertial sensors such as accelerometers and rate gyro can be used to estimate position and velocity by integrating the kinematic equations. Since sensor biases and other errors are accumulated in this process, leading to unbounded errors on the position estimates, inertial navigation systems can be aided by range measurements that can be used to stabilize these errors using a state estimator. There are two main design philosophies for such state estimators: Loosely and tightly coupled integration, [4], [5]. In a loosely integrated scheme, a standalone estimate of position and velocity in an Earth-fixed Cartesian coordinate frame is first found using only the pseudo-range measurements. These position and velocity estimates are then used as measurements in a state observer that integrates them with the inertial measurements. In a tightly integrated scheme, the pseudo-range measurements are used directly in a state observer together with the inertial measurements. While the advantage of loosely coupled integration is a high degree of modularity, the advantage of tightly coupled integration is increased accuracy and fault tolerance.

Typical approaches to design of estimators for tightly integrated inertial navigation based on pseudo-range measurements use a local linearization approach as the basis for a nonlinear Kalman-filter or particle filter [4], [5], [6]. This is a state-of-the-art solution that has been extremely successful and reaps the benefits of the optimality of the Kalman-filter in the presence noise. However, it does not come without drawbacks such as stability conditions that are hard to verify a priori, possibly limited region of convergence, and relatively high computational complexity. In a recent paper, [7], the authors presented a nonlinear observer approach to tightly integrated inertial navigation. The method proves exponential stability with a semi-global region of attraction with respect to attitude estimate initialization, but only local region of attraction with respect to position and velocity estimate initialization errors. In a series of articles represented by [8], [9], [10] the design of tightly integrated nonlinear observers for attitude, position and velocity using hydro-acoustic range measurements is investigated. Using mathematical manipulations such as time-differentiation, algebraic manipulation and introduction of new variables, they reformulate the vehicle’s kinematic model into a linear time-varying (LTV) model which is equivalent to the nonlinear model in the noise-free case. Hence, one can apply the standard Kalman-filter to achieve uniform global asymptotic stability.

In this paper, we describe a tightly integrated inertial navigation observer using an attitude estimate from a globally exponentially stable (GES) attitude observer, [11] (see also [12], [13] for a similar attitude observers) in combination with a translational motion observer based on a quasi-linear LTV model using pseudo-range measurements. In order to achieve high performance with vehicles that may have significant persistent accelerations, the attitude observer uses accelerometer and magnetometer vector measurements where...
the proper acceleration reference vector accounts for vehicle motion in addition to gravity using feedback from the vehicle acceleration estimate of the translational motion observer. This leads to a nonlinear feedback interconnection between the two nonlinear observers that needs to be considered in the design and analysis, similar to [11]. In [14] the authors describe the use of the quasi-linear model approach to position estimation based pseudo-range measurements, but with a stochastic vehicle model that does not assume inertial or attitude sensors. The present paper extends these results by considering tightly coupled integration with inertial measurements that can achieve significantly better performance. This extension is non-trivial since we consider accelerated vehicles that requires a feedback interconnection between the attitude observer, and the pseudo-range measurement model is LTV, meaning that the fixed-gain strategy and analysis in [11] must be extended to time-varying gain and LTV analysis.

In contrast to [8], [9], [10], we avoid augmentation of the model by fully exploiting the structure of the transformed measurement equation for the benefit of simple tuning and low computational complexity in combination with GES. Moreover, minimum variance estimation accuracy issues that arise with measurement noise in combination with information loss caused by algebraic elimination of nonlinearities, can be addressed via a final-stage GES Kalman-Bucy filter similar to [14].

A. Notation

We may use a superscript index to indicate the coordinate system in which a given vector is decomposed, thus $x^a$ and $x^b$ refers to the same vector decomposed in the coordinate systems indexed by $a$ and $b$, respectively. The rotation from coordinate frame $a$ to $b$ is represented by a matrix $R_{ab}$, denoted $R_{ab}^b \in \mathbb{R}^{3 \times 3}$. For a vector $x \in \mathbb{R}^3$ let $\|x\|_2$ denote the Euclidean norm, and define the skew-symmetric matrix

$$S(x) := \begin{pmatrix} 0 & -x_3 & x_2 \\ x_3 & 0 & -x_1 \\ -x_2 & x_1 & 0 \end{pmatrix}$$

The skew-symmetric part of a matrix $A$ is denoted by $\mathbb{P}_a(A) = \frac{1}{2}(A - A^T)$. The linear function $\text{vex}(A)$ such that $\text{vex}(S(x)) = x$ is well-defined for all $3 \times 3$ skew-symmetric matrix arguments. The rate of rotation of the coordinate system indexed by $b$ with respect to $a$, decomposed in $c$, is denoted $\omega_{cb}^b$. We use $b$ for the vehicle body-fixed coordinate system, $n$ for the North-East-Down (NED) local tangential system, and $i$ for the Earth-Centered Inertial (ECI) coordinate system. For a matrix $A$, let $A^\dagger$ denote the left Moore-Penrose pseudo-inverse, and $\sigma(A)$ its smallest singular value.

II. Models and preliminaries

A. Vehicle kinematics

The vehicle kinematic model is given by, e.g. [4]

$$\dot{p}^n = v^n$$
$$\dot{v}^n = R_{ib}^b f^b + g^n$$
$$R_{ib}^n = R_{ib}^b S(\omega_{ib})$$

where $p^n$, $v^n$ and $f^n$ are position, velocity and proper acceleration in NED, respectively. The attitude of the vehicle is described by a rotation matrix $R_{ib}^b$ representing the rotation from body to NED, and $\omega_{ib}$ represents the rotation rate of body with respect to ECI, and $g^n$ denotes the gravity vector. For simplicity of presentation, we assume NED to be an inertial frame, i.e. neglect the rotation of the Earth, and will remark later on how the results can be extended to avoid the errors made by this assumption.

B. Inertial sensor models

The inertial sensor model is based on the strapdown assumption, i.e. the Inertial Measurement Unit (IMU) is fixed to the body frame:

$$f^b_{IMU} = f^b + \epsilon_f$$
$$\omega_{ib,IMU}^b = \omega_{ib}^b + b + \epsilon_\omega$$
$$\dot{b} = \epsilon_b$$

where $\epsilon_f$ and $\epsilon_\omega$ accounts for noise, and $b$ denotes the rate gyro bias that is driven by the noise $\epsilon_b$ and assumed to satisfy $\|b\|_2 \leq M_b$ for some known bound $M_b$. We assume accelerometer drift and biases are compensated for using a bias estimation method such as [15], which can be included in cascade with the proposed estimator. The magnetometer measurement gives the 3-dimensional Earth magnetic vector field, decomposed in the body frame, $m_{mag}^b = m^b + \epsilon_m$, where $\epsilon_m$ is noise.

C. Pseudo-range measurement model

Range is often measured indirectly by some receiver that measures signal time of arrival, phase difference, or some other variable that is proportional to the range, e.g. [3]. The geometric range

$$\eta_i = \|p^n_i - p^n_i\|_2$$

is a nonlinear function of the vehicle position $p^n$ and the $i$-th transponder position $p^n_i$, given by their Euclidean distance. Since the geometric range is not measured directly, one usually needs a pseudo-range measurement model that includes an additional bias parameter $\beta \in \mathbb{R}$ due to unknown clock synchronization errors (i.e. $\beta := c\Delta_c$, where $\Delta_c$ is the receiver clock bias and $c$ is the wave speed) or other unknown effects. The pseudo-range measurement model is

$$y_i = \eta_i + \beta + \epsilon_{yi}$$

for $i = 1, 2, ..., m$ where $y_i$ is a pseudo-range measurement, $\epsilon_{yi}$ is noise, and $m$ is the number of measurements.

Despite the nonlinear nature of the pseudo-range measurement model, we can exploit its quadratic character to get a relatively simple quasi-linear form using a standard nonlinear transformation, [1], [2], [3]. In order to present this model, let a known fixed reference position $p^n_0$ be chosen, and define the transponder line-of-sight vectors $\hat{p}_i^n := p_i^n - p^n_0$ relative to this reference position for every $i$. We define $p^n_\Delta = p^n - p^n_0$, and get from (7)–(8):

$$(y_i - \epsilon_{yi} - \beta)^2 = (p^n_\Delta - \hat{p}_i^n)^T (p^n_\Delta - \hat{p}_i^n)$$

(9)
Expanding and rearranging terms gives

\[ 2 \left(-\left(p_{n}^{2}\right)^{T}, y_{i} - \epsilon_{gi}\right) x = r + (y_{i} - \epsilon_{gi})^2 - ||\hat{p}_{i}||^2 \]  

\[ 2C_{zw}x = r\ell + z + \eta \]  

where \( C_{zw} \in \mathbb{R}^{m \times 4} \) is

\[ C_{zw} := \begin{pmatrix}
-\left(p_{1}^{2}\right)^{T} & y_{1} \\
\vdots & \vdots \\
-\left(p_{m}^{2}\right)^{T} & y_{m}
\end{pmatrix} \]

\( \ell, z, \eta \in \mathbb{R}^{m} \) is given by \( \ell_{i} := 1, z_{i} := y_{i} - \epsilon_{gi} \), and \( \eta_{i} = \epsilon_{gi} + 2(\beta - y_{i})\epsilon_{gi} \).

It is convenient to eliminate \( r \) from (11) by defining \( m - 1 \) computed measurements using single differences of the squared range measurements \( \delta_{i} = z_{i} - z_{m} \), for \( i = 1, 2, ..., m - 1 \):

\[ 2C_{\delta x}x = \delta + \varepsilon \]  

where \( C_{\delta x} \in \mathbb{R}^{(m-1) \times 4} \) is

\[ C_{\delta x} := \begin{pmatrix}
(p_{m}^{2} - p_{1}^{2})^{T} & y_{1} - y_{m} \\
\vdots & \vdots \\
(p_{m}^{2} - p_{m-1}^{2})^{T} & y_{m-1} - y_{m}
\end{pmatrix} \]

\( \varepsilon \in \mathbb{R}^{m-1} \) has elements \( \varepsilon_{i} = \eta_{i} - \eta_{m} \).

**Assumption 1:** Transponder positions \( p_{n}^{2} \) are known.

**Assumption 2:** The range measurement bias is constant:

\[ \hat{\beta} = 0 \]  

Algebraic solutions to (11) for the case \( m \geq 4 \) and (12) for the case \( m \geq 5 \) are described in the Appendix. They can be used directly for accurate initialization, monitoring of performance, loosely coupled integration strategies, etc.

---

**III. Observer design**

We use the attitude observer described in section III-A, and combine that with a tightly coupled translational motion observer described in section III-B, where an INS is aided by pseudo-range measurements using the quasi-linear measurement model of sections II-C. A block diagram illustrating this observer structure is shown in Figure 1.

**A. Attitude observer**

We use the attitude observer from [11]:

\[ \dot{\hat{R}}_{b}^{n} = \hat{R}_{b}^{n} S(a_{b, I MU}^{b}) - \hat{b} + \sigma K_{P} J(t, \hat{R}_{b}^{n}) \]

\[ \dot{\hat{b}} = \text{Proj} \left(-k_{I} \text{vex} \left(\mathbb{P}_{a} (\text{sat}(\hat{R}_{b}^{n})^{T} K_{P} J(t, \hat{R}_{b}^{n}))\right), M_{b}\right) \]

where \( K_{P} > 0 \) is a symmetric \( 3 \times 3 \) gain matrix, \( k_{I} > 0 \) is a scalar gain, and \( \sigma \geq 1 \). The function \( \text{sat}() \) is an element-wise saturation, while \( \text{Proj}() \) is a parameter projection which ensures that \( ||\hat{b}||_2 \leq M_{b} \), where \( M_{b} > M_{b}, [11] \). The parameter projection is assumed to have the functionality that if at any point in time the value \( \hat{b} \) is outside the ball \( ||\hat{b}||_2 \leq M_{b} \) its value is reset to the boundary of the ball: \( \hat{b} \leftarrow M_{b} b/||b||_2 \).

\( J(\cdot) \in \mathbb{R}^{3 \times 3} \) is a stabilizing injection term

\[ J(t, \hat{R}_{b}^{n}) = \left( E^{n} - \hat{R}_{b}^{n} E^{b} \right) \left( E^{b}\right)^{T} \]

based on the vector measurements \( m_{mag} \) and \( f_{IMU}^{b} \) and their NED reference vectors \( m_{n}^{b} \) and \( f_{n}^{b} \) used to define vectors scaled by suitable non-zero terms

\[ q_{1}^{b} = m_{mag}^{b} / ||m_{mag}^{b}||_2, \quad q_{2}^{b} = f_{IMU}^{b} / ||g^{n}||_2 \]

\[ q_{1}^{n} = m_{n}^{b} / ||m_{n}^{b}||_2, \quad q_{2}^{n} = f_{n} / ||g^{n}||_2 \]

and the \( 3 \times 3 \) matrices

\[ E^{b} = (q_{1}^{b}, S(q_{1}^{b})q_{2}^{b}, S^{2}(q_{1}^{b})q_{2}^{b}) \]

\[ E^{n} = (q_{1}^{n}, S(q_{1}^{n})q_{2}^{n}, S^{2}(q_{1}^{n})q_{2}^{n}) \]

The two reference vectors must not be parallel in order to guarantee observability of the attitude.

**Assumption 3:** There exists a constant \( c_{obs} > 0 \) such that at all time \( ||m_{n} \times f_{n}||_2 \geq c_{obs} \).

Conditions for GES of this observer error dynamics are provided in [11] for the nominal case with \( f_{n} = f^{n} \):

**Lemma 1:** Assume \( f^{n} = f^{n} \), there is no noise \( \epsilon_{f} = \epsilon_{m} = 0 \) and \( \epsilon_{b} = 0 \), and let \( K_{P} > 0 \) and \( k_{I} > 0 \) be arbitrary. Then there exists a \( \sigma^{*} \geq 1 \) such that for all \( \sigma \geq \sigma^{*} \) the origin of the attitude estimation error dynamics \( \dot{\hat{R}} = \hat{R}_{b}^{n} - R_{b}^{n} \) and \( \hat{b} = b - \hat{b} \) is GES.

**Remark 1:** The estimate \( \hat{R}_{b}^{n} \in \mathbb{R}^{3 \times 3} \) may not have the properties of a rotation matrix, even though it converges asymptotically to a rotation matrix on \( SO(3) \). Lemma 1 is valid despite this fact, and in Section III-B we show that this also has no consequences for the use of \( \hat{R}_{b}^{n} \) in an estimator for linear position, velocity and acceleration. Nevertheless, one may choose to project \( \hat{R}_{b}^{n} \) onto \( SO(3) \) to compute an attitude estimate represented e.g. as Euler angles, cf. [11].
B. Translational motion observer

In this section we consider the estimation of the vehicle’s position, linear velocity and linear acceleration. The kinematic model (1)–(3) provides the basic relationship, having acceleration as input where an attitude estimate is employed to approximately transform the accelerometer measurement vector from body to NED. In addition, aiding from the pseudo-range measurements is provided by using the globally valid LTV measurement model (12).

\[
\begin{align*}
\dot{\hat{p}}_n & = \dot{\hat{n}} + K_{pp}(\delta - \hat{\delta}) \\
\dot{\hat{\beta}} & = K_{\beta p}(\delta - \hat{\delta}) \\
\dot{\hat{n}} & = \ddot{f}_n + g_n + K_{vp}(\delta - \hat{\delta}) \\
\dot{\hat{\xi}} & = -\sigma K_P J(t, \hat{R}_b^m) f_{b}^{MU} + K_{\xi p}(\delta - \hat{\delta}) \\
\dot{\hat{f}}_n & = \hat{R}_n^b f_{b}^{MU} + \xi 
\end{align*}
\]

with \( \delta = 2C_{\delta x}\hat{x} \) and the gain matrices \( K \) are in general time varying. The estimated state vector is \( \hat{\chi} = (\hat{\chi}; \dot{\hat{\chi}}; \ddot{\hat{\chi}}) \in \mathbb{R}^{10} \) with \( \hat{x} = (\hat{p}_{n}^{-1}, \hat{\beta}) \). Note that for the purpose of analysis, (14)–(18) can be transformed into an LTV error system

\[
\dot{\hat{\chi}} = (A - KC)\hat{\chi} + Bu + B\epsilon_u + K\epsilon
\]

with input

\[
u = \hat{R}f + \hat{R}S(\omega_{b}^{h})f - \hat{R}_{b}^{n}S(\hat{b})f
\]

and \( \epsilon_u \) is driven by the IMU noise \( \epsilon_f \) and \( \epsilon_w \), and

\[
A := \begin{pmatrix} 0 & 0 & I_3 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & I_3 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \quad B := \begin{pmatrix} 0 \\ 0 \end{pmatrix}
\]

\[
K := \begin{pmatrix} K_{pp} \\ K_{\beta p} \\ K_{vp} \\ K_{\xi p} \end{pmatrix}, \quad C := \begin{pmatrix} 2C_{\delta x} & 0 & 0 \end{pmatrix}
\]

Before we proceed with the stability analysis and gain conditions of the interconnected system, we need to investigate conditions when the translational motion error dynamics are Uniformly Observable (UO).

Assumption 4: There are available \( m \geq 5 \) pseudo-range measurements \( y = (y_1; y_2; \ldots; y_m) \), and there exist a constant \( \sigma^* > 0 \) such that at all time \( \sigma(C_{\delta x}^T C_{\delta x}) \geq \sigma^* \).

Remark 2: From the definition of \( C_{\delta x} \), it is clear that Assumption 4 depend both on the geometry of the transponder configuration, and the trajectory of the vehicle. It can be inferred from \( C_{\delta x} \) that the assumption requires that all transponders are not located in the same plane. For further insight and interpretation, we refer to [2].

Lemma 2: The LTV system \((A, C)\) is UO.

Proof: Let \( C_{\delta x}^{1:3} \in \mathbb{R}^{m \times 3} \) contain the first 3 columns of \( C_{\delta x} \). By direct integration, disregarding the noise,

\[
\delta(t) = 2C_{\delta x}\hat{x}(0) + 2tC_{\delta x}^{1:3}v(0) + t^2C_{\delta x}^{1:3}f(0) \tag{21}
\]

Due to Assumption 4, \( \text{rank}(C_{\delta x}) = 4 \) and \( x(0) = C_{\delta x}^T \delta(0)/2 \) is well-defined. Let \( T > 0 \) be arbitrary and consider two instances of (21) for \( t = T/2 \) and \( t = T \):

\[
\begin{align*}
\delta(T/2) & = C_{\delta x}C_{\delta x}^+\delta(0) + TC_{\delta x}^{1:3}v(0) + \frac{1}{4}T^2C_{\delta x}^{1:3}f(0) \\
\delta(T) & = C_{\delta x}C_{\delta x}^+\delta(0) + 2TC_{\delta x}^{1:3}v(0) + T^2C_{\delta x}^{1:3}f(0)
\end{align*}
\]

It follows that

\[
\begin{pmatrix}
TI_3 \\
2TI_3 \\
T^2I_3
\end{pmatrix} \begin{pmatrix}
\frac{1}{2}T^2I_3 \\
2TI_3 \\
T^2I_3
\end{pmatrix} \begin{pmatrix}
v(0) \\
f(0)
\end{pmatrix} = \begin{pmatrix}
C_{\delta x}^{1:3} & 0 & 0
\end{pmatrix}^{-1}
\begin{pmatrix}
\delta(T/2) - C_{\delta x}C_{\delta x}^+\delta(0) \\
\delta(T) - C_{\delta x}C_{\delta x}^+\delta(0)
\end{pmatrix}
\]

Assumption 4 gives \( \text{rank}(C_{\delta x}^{1:3}) = 3 \), and it is straightforward to show that the left matrix is non-singular for any \( T > 0 \). Hence, we have a constructive proof that the full state can be computed as a function of the measurements of \( \delta(t) \) on any non-zero time interval \( T \).

Remark 3: When \( m \leq 4 \) the system \((A, C)\) may not be UO. In particular, as shown in the Appendix, the solution to the algebraic measurement equation may not be unique. The observer can be modified also to deal with this situation. When \( m \leq 4 \) is an intermittent situation that occurs for short periods of time due to loss of measurements, the observer may be operated as it is. If \( m = 4 \) is the general situation, a GES observer can still be designed by using \( z \) as measurement and \( \hat{z} = 2C_{xw}\hat{x} + \hat{r} \) as predicted measurement in place of \( \delta \) and \( \hat{\delta} \).

C. Stability and selection of gain matrix

In this section we first derive conditions for GES of the nominal observer, i.e. when there is no measurement noise. We then propose a Riccati-based method for selection of time-varying gain matrix \( K \), and discuss its tuning given measurement noise variances and the stability requirements resulting from the feedback interconnection of the attitude and translational motion observers.

GES of the feedback interconnection of the two observers was established in [11] using small-gain arguments to ensure that the \( L_2 \) gain from \( u \) to \( \hat{\chi} \) is sufficiently small. The setup in [11] considers loosely coupled integration, which has the simplifying feature that the translational motion observer error dynamics is linear time-invariant (LTI) with an integrator chain structure that achieves an arbitrary small \( L_2 \) gain of the transfer matrix from \( u \) to \( \hat{\chi} \) by choosing the gain matrix \( K \) sufficiently large. Then the attitude estimation error has sufficiently small influence on the translational motion estimation error. In the present paper, a more general \( L_2 \)-gain condition is used instead of the \( H_\infty \)-norm. Following [16], p. 209, and setting \( \varepsilon = 0 \) and \( \epsilon_u = 0 \), the LTV system (19) has \( L_2 \) gain less
than $\gamma_0$ for any initial condition $\chi(0)$ if there exist a positive semidefinite function $V(\chi)$ and constant $a > 0$ with

$$
\dot{V} = \frac{dV}{d\chi}(\chi) ((A - KC)\chi + Bu) \\
\leq a (\gamma_0 ||u||_2^2 - ||\chi||_2^2)
$$

(22)

Assumption 5: The signals $\delta, \phi^b$ and $\dot{j}^b$ are bounded.

Proposition 1: Let $\sigma^*$ be as defined in Lemma 1, assume $K_p, k_1 > 0, \sigma \geq \sigma^*$ and assume there is no noise. Then there exists $\gamma_0 > 0$ such that if $K$ is chosen such that

1) the nominal system (19) with $u = 0$ is GES, and
2) the $L_2$-gain of the LTV system (19) is less than $\gamma_0$, then the origin of the error dynamics of $(\tilde{R}, \tilde{b}, \tilde{\chi})$ is GES.

Proof: The proof is similar to [11] since the term in the Lyapunov function corresponding to the translational motion observer can be replaced by $V$ and we can employ (22). We note that $u$ is bounded due to Assumption 5 and Lemma 1. 

In general, since the error dynamics is LTV we propose to select a time-varying gain matrix $K$ by:

$$
K := PC^TR^{-1} \quad (23)
$$

where $P$ satisfies the Riccati equation

$$
\dot{P} = PA + A^T P - PC^T R^{-1} CP + Q \quad (24)
$$

with $P(0) = P^T(0) > 0$. Next, we show that this can ensure that condition 1) in Proposition 1 is fulfilled.

Proposition 2: Let $Q, R, K_P, k_1 > 0$ and $\sigma \geq \sigma^*$, and assume there is no noise. Then there exists $\gamma_0 > 0$ such that if $K$ and $P$ are chosen according to (23) – (24) and the $L_2$-gain of the LTV system (19) is less than $\gamma_0$, then $P$ is uniformly bounded and the origin of the error dynamics of $(\tilde{R}, \tilde{b}, \tilde{\chi})$ is GES.

Proof: It is straightforward to show that $(A, BQ^{1/2})$ is controllable. Since in addition $(A, C)$ is UO from Lemma 2 and $C$ is bounded due to Assumption 5, it follows from standard properties of the Riccati equation that $P$ is uniformly bounded, [17], [18], and the nominal system

$$
\dot{\chi} = (A - KC)\chi
$$

is GES. Hence, condition 1) of Proposition 1 is fulfilled and the result follows immediately since condition 2) is fulfilled by assumption on the $L_2$ gain.

The covariance matrix $R$ of the measurements $\delta$ can be computed by assuming independent white noise on the pseudo-range. The covariance matrix $Q$ can be tuned knowing of the variance of the accelerometer and rate gyro measurements.

We proceed by discussing how the $L_2$ gain condition can be fulfilled. Clearly, this is theoretically more involved with the LTV model than the LTI model in [11], since the $L_2$ gain is more difficult to analyze since $C$ is time-varying and its future value is not known. Since the gain $K$ defined by (23) and (24) is not a priori guaranteed to satisfy the $L_2$ gain condition for arbitrary symmetric $Q, R > 0$, one may have to tune the observer parameters $Q$ and $R$ in order to achieve acceptable stability and performance of their interconnection. The intuition behind the $L_2$ gain condition is that it ensures that an error in the attitude estimate has a sufficiently small effect on the acceleration estimation. Intuitively, a sufficiently large $K$ leading to sufficiently small $L_2$ gain be determined by choosing $R$ sufficiently small, and $Q$ sufficiently large. This means that it may be necessary to re-design the $Q$ and $R$ matrices to different values than those derived from the sensor noise variances, although this was not necessary for the simulations reported in Section IV. In any case, a final-stage estimation step in order to improve estimation accuracy is subsequently described in Section III-D.

Remark 5: Since the $A$ matrix amounts to a chain of integrators, the gain matrix $K$ can be redesigned using a time-scale tuning parameter as in [7]. This approach would provide a rigorous (albeit rather technical) proof that a $K$ meeting the $L_2$ gain constraint would always exist. On the other hand, our case studies indicate that the simpler design of $K$ proposed above is sufficient in typical cases.

Remark 6: It is relatively straightforward to extend the observer to an Earth-Centered Earth-Fixed (ECEF) coordinate frame instead of NED. The observer and associated analysis will contain some additional terms, whilst the structure of the observers and the theoretical analysis remains the same.

D. Recovery of performance with measurement noise

Due to introduction of the auxiliary variable $r$, the quasi-linear measurement model may not give optimal estimates (minimum variance of the relevant states) if there is measurement noise, since information about the nonlinear effect $r = -x^T Mx$ in the data is not explicitly used by the quasi-linear estimators. Similarly, the attitude estimates are over-parameterized (with all 9 elements of the rotation matrix estimated independently), which is expected to be sub-optimal (not minimum variance) when there is measurement noise.

An approach to recovery of the performance that could have been achieved with an ideal nonlinear filter was proposed in [14]. It was observed that the estimates from the nonlinear observer can be used to define a point of Taylor-series expansion of the complete nonlinear model of the combined attitude and translational motion dynamics and measurements systems having output $y$. Using a first-order linearized approximate time-varying model in a 2nd-stage Kalman-Bucy filter in order to produce a second improved estimate leads to a cascade of the GES nonlinear observer and the GES Kalman-Bucy filter that preserves the key benefits of both the nonlinear observer and the 2nd-stage Kalman-Bucy filter, see Figure 2. We note that this is not an extended Kalman-Bucy filter (EKF) since the linearization does not depend on the state of the Kalman-Bucy filter, such that there is no feedback connection that could lead to instability.

IV. Case Study

We simulate a small fixed-wing unmanned aerial vehicle (UAV) trajectory in a final approach towards landing. The vehicle simulation is based on a nonlinear 6-degrees-of-freedom rigid body dynamic model with aerodynamic parameters corresponding to the Aerosonde UAV, [19]. Just before touching the ground it decides to abort the landing, so it climbs out and loiters at a holding position north of the landing target.

In this simulation example we assume 6 radio beacons are distributed within an area with up to 1500 m horizontal
The standard deviation $\sigma$ is given by $P_{10} = 0.25 m$, a constant receiver clock bias corresponding to $\beta = 100 m$, and sampling interval of 0.1 s. Magnetometer, rate gyro and accelerometers measurements are available at 0.01 s sampling interval and simulated random noise with standard deviations of 1.15 mGauss, 0.8 deg/s and 0.09 m/s$^2$, respectively, corresponding to the typical output noise specification of an Analog Devices ADIS 16407 IMU. The gyro has a small constant unknown bias.

Four different estimators are simulated and compared. The three first estimators corresponding to the output of the different stages of the proposed estimator structure (outputs A, B and C in Figure 2), while the fourth is a standard EKF as included for comparison.

A. Algebraic estimator (no filtering) based on the globally valid quasi-linear algebraic model using weighted least squares (WLS), cf. Appendix A.

B. Nonlinear observer, discretized using the Euler method and the discrete-time Riccati-equation.

C. Nonlinear observer (as above) with 2nd stage linearized time-varying discrete-time Kalman-filter for position, velocity and range measurement bias.

D. The discrete-time EKF based on a linearization of the model about the current estimate. The EKF is the cascade of a standard discrete-time multiplicative EKF (MEKF) estimating the Gibbs vector to update a global quaternion representation of attitude, [20], and a standard EKF for the position and velocity estimation, taking the estimated attitude as input.

The nonlinear observer tuning parameters are $K_P = 10I_3$ and $k_I = 10^{-5}$ for the attitude observer. The tuning of all the Kalman-filters for translational motion state estimation is based on $Q = \text{diag}(0, 0, 0, 10^{-5}, 10^{-3}, 10^{-3}, 10^{-3}, 10^{-8}, 10^{-8})$. The $R$ matrix is computed based on the range measurement standard deviation $\sigma_r$. The initial covariance is given by $P(0) = \text{diag}(3 \cdot 10^{3}, 3 \cdot 10^{3}, 3 \cdot 10^{3}, 3 \cdot 10^{3}, 10, 10, 10, 0.01, 0.01, 0.01)$.

In order to evaluate the performance of the observers, five simulation cases are defined in Table I. The different cases correspond to different initialization errors, ranging from no initial error (Case 1), small initialization error (Case 2), and worst case (but still realistic and typical) initialization errors (Cases 3-5). The simulation results (average estimation errors) are summarized in Table II. The results show that in all cases the algebraic solution (output A) has the highest error variance, the nonlinear observer (output B) has significantly lower error variance, while the 2nd stage KF (output C) has the lowest error variance among the three. In all cases, the nonlinear observer and the 2nd-stage KF converges without any issues.

Curves for an extended simulation of Case 5 are given in Figures 3–6, where the extension is that the number of beacons is reduced from 6 to 4 after time $t = 75 s$. It can be seen that the effect of initial errors in the estimates of position and bias $\beta$ that are seen to persist for more than 50 seconds in Figures 3–5. There is some graceful degradation of performance when switching from 6 to 4 beacons, as expected.

The square root of the diagonal elements of the covariance matrices corresponding to position estimates from the nonlinear observer, 2nd stage KF and the EKF for Case 5 are shown in Figure 6. It can be seen that these uncertainty estimates are in agreement with the observed error statistics whenever the EKF converges, but when the EKF has initial convergence issues, its covariance estimates strongly underestimate the true covariance indicating that the EKF is trapped in a local minimum.


\begin{table}[h]
\centering
\caption{Simulation cases}
\begin{tabular}{|c|c|c|c|c|c|}
\hline
& Case 1 & Case 2 & Case 3 & Case 4 & Case 5 \\
\hline
Initial horizontal error & 0 m & Typical & Large & Large & Large \\
Initial vertical error & 0 m & error & initial & initial & initial \\
Initial time sync (bias) error & 0 m & 100 m & 100 m & 100 m & 100 m \\
Initial attitude error & 0 deg & < 2 deg & < 15 deg & < 15 deg & < 15 deg \\
\hline
\end{tabular}
\end{table}

\begin{table}[h]
\centering
\caption{Simulation results with averaged errors during the 125 second flight period. Bold numbers indicate lack of convergence. Italic numbers indicate best performance for each case.}
\begin{tabular}{|c|c|c|c|c|c|}
\hline
& Case 1 & Case 2 & Case 3 & Case 4 & Case 5 \\
\hline
Avg hor err & AlgL WLS & 44.2 m & 48.2 m & 40.4 m & 38.6 m & 42.7 m \\
Nonlin obs & 13.9 m & 10.9 m & 14.1 m & 14.1 m & 12.1 m \\
2-stage KF & 2.62 m & 4.85 m & 8.96 m & 6.14 m & 6.7 m \\
EKF & 2.79 m & 5.27 m & 141 m & 6.09 m & 133 m \\
\hline
Avg vert err & AlgL WLS & 29.3 m & 30.2 m & 30.7 m & 29.8 m & 29.5 m \\
Nonlin obs & 4.68 m & 5.37 m & 7.39 m & 8.62 m & 7.23 m \\
2-stage KF & 1.10 m & 1.26 m & 1.89 m & 1.50 m & 1.84 m \\
EKF & 0.98 m & 1.47 m & 62.1 m & 1.57 m & 59.8 m \\
\hline
\end{tabular}
\end{table}

V. Conclusions

A nonlinear observer approach to tightly coupled integration of INS with pseudo-range measurements has been described and found to be GES under some conditions on its tuning parameters.

The simulation example with UAV navigation aided by radio beacons clearly illustrates that the proposed method is able to successfully combine the best features of the nonlinear observer (i.e., global convergence) and the linearized KF (low variance and global convergence) in scenarios where the EKF fails because it depends on accurate initialization.
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Appendix

Despite the nonlinear nature of the measurement equation (8), we can exploit their quadratic character to get a relatively simple algebraic solution, [1], [2], [3].

Lemma 3: Let \( m \geq 4 \) and \( \text{rank}(C_{zw}) = 4 \). Consider the two candidate solutions given by

\[ x = \frac{rc + w}{2}, \quad c = C_{zw}^+ t, \quad w = C_{zw}^+ z \] (25)

\[ r = -h + \sqrt{h^2 - w^2 Mw \cdot c^T Mc} \] (26)

where \( h := 2 + w^T Mc \). If there is no measurement noise and the following condition is satisfied

\[ e = (C_{zw} C_{zw}^+ - I_m)(r \ell + z) = 0 \] (27)

then the position solution \( p^m = p_0^n + p_n^m \) solves the pseudo-range equations (8). Moreover, at least one of the two alternative candidate solutions (25)-(26) is a valid solution that satisfies (27) and is equal to the true position.

For the case \( m = 4 \) we always have \( e = 0 \) due to \( C_{zw} C_{zw}^+ = I_4 \) since \( C_{zw}^T C_{zw} \) is non-singular. Hence, we are guaranteed to have two solutions both satisfying (27), and domain knowledge may be needed to resolve the ambiguity. One example is terrestrial satellite navigation where there is a large distance to the navigation satellites such that non-terrestrial solutions for the vehicle position can be ruled out by checking the vertical position. Another example is underwater navigation where all transponders are located on the seabed and the vehicle is at the surface or at some distance from the seabed such that positions that are inconsistent with depth measurements can be ruled out. A third example is local navigation for aircraft landing where transponders are located on the ground and position solutions that are inconsistent with altimeter measurements can be ruled out. A fourth example is the use of bounds on \( \beta \) using knowledge of the measurement system’s clock accuracy. This is motivated by the observation that the two alternative solutions typically have significantly different estimated values of \( \beta \).

For \( m \geq 5 \) we have only a single solution satisfying (27), except in degenerate cases where there may be two solutions. Instead of using (25), (26), and (27), this unique solution can be found in a simpler and more direct way by solving the linear system of equations (12).

Lemma 4: Suppose \( m \geq 5 \) and the matrix \( C_{\delta z} \) satisfies \( \text{rank}(C_{\delta z}) = 4 \). If there is no measurement noise, the unique solution to (12) is given by \( x = C_{\delta z} \delta / 2 \).
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Fig. 4. North, East and vertical estimation errors.


