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Abstract
A systematic design method for mass flow estimation with correction for model bias is proposed. Based on an augmented observable Mean Value Engine Model (MVEM) of a turbocharged Diesel engine, the online estimation of states with additional biases is performed to compute the mass flows for different places. A correction method is applied, that utilizes estimated biases which are in a least-square sense redistributed between the correction terms to the uncertain mass flow maps and then added to the estimated mass flows. An Extended Kalman Filter (EKF) is tested off-line on production car engine data where the combination of an intake manifold pressure sensor, exhaust manifold pressure sensor and turbocharger speed sensor is compared and discussed in different sensor fusions. It is shown that the correction method improves the uncorrected estimated air mass flow which is validated against the airflow data measured in the intake duct.
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1. Introduction

Accurate information about the air charge of turbocharged Diesel engines is important for the fueling control where the injected amount of fuel can cause a visible smoke due to incomplete combustion, if the air charge quantity is overestimated. On the other side, the performance can suffer if the fueling is too conservative due to underestimating the air charge quantity. The mass charge induced by the cylinders is defined by the air quantity from the compressor flow and the exhaust gas recirculation (EGR) mass flow. The quality of the induced mass charge is defined by the air-fuel ratio. The information about the true amount of air charge is dimmed by premixing the EGR mass flow to the cylinders, containing the burned gas and unburned fresh air. The percentage of the fresh air in the EGR mass flow can be estimated via knowledge of burned gas fraction dynamics (Diop et al., 1999; Wang, 2008). The most desirable estimation technique combines the mass flow estimation (especially the EGR flow) and the oxygen concentration estimation to estimate the complete information about the air charge for a turbocharged Diesel engine (Kang et al., 2011) or for direct injection spark ignition engine (Stotsky and Kolmanovsky, 2002). These two problems of in-cylinder mass flow estimation and in-cylinder oxygen concentration estimation are often treated as independent estimation problems. The estimation of air charge for turbocharged Diesel engines with no EGR system with measured intake pressure (MAP) and intake temperature is reported in Storset et al. (2004). For the same kind of engine, the estimation of air charge through the adaptation of volumetric efficiency based on the upstream compressor airflow measurement (MAF) and MAP measurement is documented in Stefanopoulou et al. (2004). The compressor flow to the intake manifold can be estimated with MAP sensor and exhaust manifold pressure (EXMP) sensor (van Nieuwstadt et al., 2000; Kolmanovsky et al., 2000; Polóni et al., 2012), where van Nieuwstadt et al. (2000) base the EGR control loop on the estimated compressor flow information. The improved mass flow estimation (in-cylinder mass flow, compressor mass flow and EGR mass flow) accuracy is achieved with additional measurement of the turbocharger speed (NTC) (Höckerdal et al., 2009; Polóni et al., 2012). The MAF sensor adaptation based on the MAF measurement and turbocharger speed signal is studied in Höckerdal et al. (2011), where the measured air-mass flow with a production
MAF sensor is imprecise and requires corrections. A promising approach to estimate the quantity of the induced charge is in application of the in-cylinder pressure measurement, however so far the experiments are reported under steady state conditions (Desantes et al., 2010).

The precision of the engine’s mass flow estimation is characterized by the magnitude of the error. A model-based mass flow estimation algorithms relies on engine model precision which is sometimes uncertain due to map-based steady state Mean-Value-Engine-Model (MVEM) identification principles (Jung, 2003; Eriksson et al., 2010) and engine aging. The adaptation scheme (Stefanopoulou et al., 2004), for engines without the EGR, considers the adaptation of the volumetric efficiency where adaptation scheme for a naturally aspirated spark ignition engine with EGR in Kolmanovsky et al. (2006) suggests to adapt in-cylinder mass flow based on the MAF and MAP measurements. An approach founded on the linearized state-space model augmentation with variable structure of model bias terms is proposed in Höckerdal et al. (2009) where the augmentation with a given structure of model bias terms is proposed in Polóni et al. (2012). The augmentations (Höckerdal et al., 2009; Polóni et al., 2012) aim to improve the estimation of the intake manifold pressure, exhaust manifold pressure and turbocharger speed by additional estimation of the bias terms entering the nonlinear state-space model.

For the air mass flow estimation problem, different possibilities exist:

- the use of a MAF sensor
- the use of a MAF and MAP sensor with an observer/model,
- the use of an Extended Kalman Filter (EKF) and MVEM with fusion of different sensor sets (MAP, EXMP, NTC) (as presented in this paper)
- the use of an exhaust lambda sensor (EGO) and injection signal for estimating the air mass flow
- other combinations of the previous ones

This work presents novelty in utilization of the estimated biases for the mass flow computation and presents the correction method that is experimentally tested on the turbocharged Diesel engine data. As we have focused on the bias modeling and redistribution of the bias error to mass flow maps, the optimal choice of estimation algorithm is not emphasized in our research.
The Extended Kalman Filter (EKF) is chosen for estimation since it is a widely established and well known engineering tool. The computation of the mass flow correction vector is formulated as a least-squares problem under the assumption that map-based mass flow computations are the most uncertain parts of the model. Further contribution of this paper is the methodology of using the EKF, MVEM and the sensor fusion for on-board estimation of (not only) upstream compressor airflow, allowing to omit the MAF sensor.

2. Turbocharged engine system description and Mean-Value Engine model

The simplified schematic turbocharged Diesel engine setup considered in this study is shown in Figure 1. According to this figure, the engine is modeled with the compressor (c), turbine (t), final volume intake manifold (i), final volume exhaust manifold (x), intercooler (ic), EGR cooler (co), EGR pipe and the engine cylinders (e). The model has five states. The first four states represent the mass dynamics and they are: $p_i$ intake manifold pressure [$kPa$], $m_i$ intake mass [$kg$], $p_x$ exhaust manifold pressure [$kPa$] and $m_x$ exhaust mass [$kg$]. The fifth state is the turbocharger speed $n_{tc}$ [rpm]. The inputs are EGR valve position $X_{egr}$ [% open], VGT actuator position $X_{vgt}$ [% open], injected fuel mass $W_f$ [$kg.s^{-1}$] and the engine speed $n_e$ [rpm].

The engine model is represented by the following mass and energy balance differential equations in the intake and exhaust manifolds, and by the torque
balance at the turbocharger shaft (Kolmanovsky et al., 1998)

\[ \dot{p}_i = \frac{R \kappa}{V_i} \left( W_{ci} T_{ci} - W_{ie} T_i + W_{xi} T_{xi} - \frac{\dot{Q}_1}{c_p} \right) \] (1)

\[ \dot{m}_i = W_{ci} - W_{ie} + W_{xi} \] (2)

\[ \dot{p}_x = \frac{R \kappa}{V_x} \left( (W_{ie} + W_f) T_e - (W_{xi} + W_{xt}) T_x - \frac{\dot{Q}_2}{c_p} \right) \] (3)

\[ \dot{m}_x = W_{ie} + W_f - W_{xi} - W_{xt} \] (4)

\[ \dot{n}_{tc} = \left( \frac{60}{2\pi} \right)^2 \frac{1}{J} \left( \frac{P_i - P_c}{n_{tc}} \right) \] (5)

The symbols in these equations are either input variables, state variables, constants or functions of the five states and inputs. The index associated with each variable defines the location of the variable. In the case of two indexes the first one is the upstream and the second one is the downstream location. The mass flows are denoted as \( W [kg.s^{-1}] \). The EGR mass flow is modeled as \( W_{xi} \) where alternatively the backflow can be considered as \( W_{ix} \) however, under standard operating conditions \( W_{ix} = 0 \). The temperatures \( [K] \) in the intake and exhaust manifolds are \( T_i \) and \( T_x \). The differences of the static and dynamic pressures and temperatures are neglected because of the low mass flows. The constant parameters for the model are the intake manifold volume \( V_i [m^3] \), exhaust manifold volume \( V_x [m^3] \), specific heats at constant pressure and volume \( [J. kg^{-1}. K^{-1}] \) \( c_p, c_v \), isentropic exponent of air \( \kappa = \frac{c_p}{c_v} \), specific gas constant of air \( R = c_p - c_v \) and the turbocharger inertia \( J [kg.m^2] \). The heat losses in the Eq. (1), \( \dot{Q}_1 \) and Eq. (3), \( \dot{Q}_2 \) are assumed to be zero. For the intake manifold, this is a reasonable assumption since the temperature is not much different than the ambient temperature. However in the case of exhaust manifold the heat loses are significant. The exhaust gas heat loss is implicitly captured in the steady state (look-up table) out-flow engine temperature model \( T_e \) that is discussed later.

The following equations summarize the dependencies of intermediate variables in Eq. (1)-(5). Some of these dependencies are expressed as the look-up tables obtained by fitting the steady-state experimental engine data to a second order polynomial surface with parameter vector \( \Theta \). The others are obtained by physical relations. The air mass flow from compressor to the intake manifold \( W_{ci} \), pressure after compressor \( p_c \) and the compressor efficiency
\( \eta_c \) are mapped as (Jung, 2003)

\[
W_{ci} = f_{W_{ci}}(p_i, n_{tc}, \Theta_{W_{ci}})
\]  \(6\)

\[
p_c = f_{p_c}(W_{ci}, n_{tc}, \Theta_{p_c})
\]  \(7\)

\[
\eta_c = f_{\eta_c}(W_{ci}, p_i, \Theta_{\eta_c})
\]  \(8\)

with fitted polynomial surfaces characterizing the turbocharged Diesel combustion engine. The look-up tables are 2-D functions with a linear interpolation capability with grid data generated from the fitted polynomial surfaces.

The temperature after the compressor is given by

\[
T_c = T_a + \frac{1}{\eta_c} T_a \left( \left( \frac{p_c}{p_a} \right)^{\frac{\gamma}{\gamma - 1}} - 1 \right)
\]  \(9\)

where \( T_a \) is the ambient temperature and \( p_a \) is the ambient pressure. The following mappings for the temperature after the intercooler \( T_{ci} \) and the engine volumetric efficiency \( \eta_v \) are

\[
T_{ci} = f_{T_{ci}}(W_{ci}, T_c, \Theta_{T_{ci}})
\]  \(10\)

\[
\eta_v = f_{\eta_v}(n_e, p_i, \Theta_{\eta_v})
\]  \(11\)

with fitted polynomial surfaces. The mass flow from the intake manifold to the engine cylinders is

\[
W_{ie} = \frac{m_i n_e V_d}{V_i 120} \quad \eta_v
\]  \(12\)

The temperatures in the intake and the exhaust manifolds are

\[
T_i = \frac{p_i V_i}{m_i R}
\]  \(13\)

\[
T_x = \frac{p_x V_x}{m_x R}
\]  \(14\)

The EGR flow \( W_{x1} \) is modeled by the orifice equation that is characterized by the effective flow area

\[
A_{egr} = a_2 X_{egr}^2 + a_1 X_{egr}
\]  \(15\)
where $a_2$ and $a_1$ are polynomial coefficients and by nonlinear term $\Psi_{egr}$ that reflects the pressure conditions upstream and downstream at the orifice (Heywood, 1988)

$$\Psi_{egr} = \begin{cases} \sqrt{\frac{2\kappa}{\kappa-1} \left[ \left( \frac{p_i}{p_x} \right)^\kappa - \left( \frac{p_i}{p_x} \right)^{\frac{\kappa+1}{\kappa}} \right]} & \text{if } \frac{p_i}{p_x} \geq \left( \frac{\kappa+2}{\kappa+1} \right)^{\frac{1}{\kappa-1}} \\ \sqrt{\left( \kappa \frac{2}{\kappa+1} \right)^{\frac{\kappa+1}{\kappa-1}}} & \text{otherwise} \end{cases}$$ (16)

$$W_{xi} = \frac{A_{egr} p_x}{\sqrt{RT_x}} \Psi_{egr}$$ (17)

The temperature of the mass that flows out of the cylinders $T_e$, EGR mass temperature $T_{xi}$ and the mass flow from the exhaust manifold to the turbine $W_{xt}$ are

$$T_e = f_{T_e}(W_f, W_{ie}, \Theta_{T_e})$$ (18)

$$T_{xi} = f_{T_{xi}}(T_x, W_{xi}, \Theta_{T_{xi}})$$ (19)

$$W_{xt} = f_{W_{xt}}(X_{vgt}, p_x, \Theta_{W_{xt}})$$ (20)

with fitted polynomial surfaces. The power of the compressor is given by

$$P_c = W_{ci} c_p \frac{1}{\eta_c} T_a \left[ \left( \frac{p_c}{p_a} \right)^{\frac{\kappa-1}{\kappa}} - 1 \right]$$ (21)

The power of the turbine is calculated as

$$P_t = W_{xt} c_p \frac{1}{\eta_t} T_x \left[ 1 - \left( \frac{p_t}{p_x} \right)^{\frac{\kappa-1}{\kappa}} \right]$$ (22)

where the turbine efficiency

$$\eta_t = f_{\eta_t} \left( \frac{p_t}{p_x}, n_{tc}, \Theta_{\eta_t} \right)$$ (23)

is mapped with the turbine pressure

$$p_t = b_3 W_{xt}^3 + b_2 W_{xt}^2 + b_1 W_{xt} + b_0$$ (24)

where $b_0, \ldots, b_3$ are the polynomial coefficients. More details on model validation can be found in (Polóni et al., 2012).
3. Model bias augmentations

The precision of the MVEM depends on its structure and parameters. The imprecision is given by the finite mean-value model structure that with limited accuracy gives a true picture of physical relations between different sub-systems of a turbocharged Diesel engine. The identification of the maps of the MVEM is experimentally performed at the engine steady state conditions. The identification in steady state conditions introduces certain systematic errors due to neglecting the dynamic effects of the modeled variables.

The open loop observer indicates with which state equations the modeling errors are associated with (Polóni et al., 2012). One way to remove these errors is to consistently inspect the parameter identification of the maps, to inspect the methods and conditions of the experiments (Wahlström and Eriksson, 2011) under which the maps were obtained and identify more accurate maps. This is a considerable task and does not account for structural model errors or errors due to aging of the engine. Another way to compensate for these modeling errors is to augment the model with bias parameters to be identified on-line by the observer or to introduce adaptive models (Höckerdal et al., 2011). Allocating bias terms to the state equations with the largest open loop modeling errors provides a first guess. In the experimental evaluation presented in section 5, careful validation considering alternative combination of bias term allocations showed that this provides good solutions. However, as each model and engine type may have very different modeling error characteristics, we recommend that careful validation with alternative combinations of bias terms is always performed. The number of such bias parameters is limited by the observability i.e. by the number of measurements available and by the structure of the equations (Höckerdal et al., 2009).

A compact form of an augmented state-space model is

\[
\dot{x}_s = \bar{f}_c(x_s, w, u) + z_x \\
\dot{w} = z_w
\]

where the continuous function \( \bar{f}_c \) has the mapping properties \( \bar{f}_c : \mathbb{R}^{n_s} \times \mathbb{R}^{n_w} \times \mathbb{R}^{n_u} \to \mathbb{R}^{n_s} \), \( n_s \) is the size of the state vector \( x_s \), \( n_w \) is the size of the bias vector \( w \) and \( n_u \) is the size of the input vector \( u \). The state process noise vector is \( z_x \) and the augmented state (bias) process noise vector is \( z_w \). The
augmented state vector $x \in \mathbb{R}^{n_x+n_w}$ is defined by

$$x = \begin{bmatrix} x_s \\ w \end{bmatrix}$$

(27)

The state and bias equations can be combined as

$$\dot{x} = f_c(x, u) + z$$

(28)

where the continuous function $f_c$ has the mapping properties $f_c : \mathbb{R}^{n_x} \times \mathbb{R}^{n_u} \rightarrow \mathbb{R}^{n_x}$, $n_x$ being the dimension of the augmented state vector $x$ and $z = [z_x, z_w]^T$. The observation equation may be written as

$$y = h_c(x, u) + v$$

(29)

where $y \in \mathbb{R}^{n_y}$ is the vector of measurements, $h_c : \mathbb{R}^{n_x} \times \mathbb{R}^{n_u} \rightarrow \mathbb{R}^{n_y}$ is the continuous measurement function and $n_y$ is the number of measured states. The measurement errors are modeled with the noise term $v \in \mathbb{R}^{n_y}$. The most frequent situation encountered in practice is when the system is governed by continuous-time dynamics and the measurements are obtained at discrete time instances. For the estimator formulation we consider the numerically discretized dynamic nonlinear system described by the equations

$$x_{t+1} = f(x_t, u_t) + z_t$$

(30)

$$y_t = h(x_t, u_t) + v_t$$

(31)

for $t = 0, 1, \ldots$, where $x_t \in \mathbb{R}^{n_x}$ is the state vector, $u_t \in \mathbb{R}^{n_u}$ is the input vector and $z_t \in \mathbb{R}^{n_z}$ is the process noise vector. The numerical discretization algorithm is discussed in the Appendix A. The state vector is observed through the measurement equation (31) where $y_t \in \mathbb{R}^{n_y}$ is the observation vector and $v_t \in \mathbb{R}^{n_y}$ is a measurement noise vector.

In the following presentation, the additive bias terms have been chosen as a lumped representation of modeling errors since it allows straightforward use of the EKF for estimation, and straightforward distribution of the modeling error to the modeled mass flows. We do not claim that additive bias terms will in general lead to more accurate models than e.g. multiplicative parameters, but this choice makes the approach simple and the results shows that it is an effective choice allowing model accuracy to be improved in the case study.
3.1. Two-sensor setup with sensors for $p_i$ and $p_x$

Two measured variables will be processed by the two-sensor setup observer which means that, at most, two biases can be added. Instead of a mathematical analysis of observability we note that the system is open loop asymptotically stable and the estimates would converge if there were no model errors. Two measurements give two additional equations that allow two unknowns (two bias variables) to be introduced and solved. A possible augmentation of the model where $x_s = [p_i, m_i, p_x, m_x, n_{tc}]^T = [x_1, x_2, x_3, x_4, x_5]^T$ is with bias placed on the intake manifold pressure and bias placed on the exhaust manifold pressure (Alt. 1).

**Alt. 1: Biases $w_i$ and $w_x$.** The augmented state-space model with the biases $w_i$ and $w_x$ is

\[ \begin{align*}
\dot{x}_1 &= \frac{R \kappa}{V_i} (W_{ci} T_{ci} - W_{ie} T_i + W_{xi} T_{xi}) + w_i + z_1 \\
\dot{x}_2 &= W_{ci} - W_{ie} + W_{xi} + z_2 \\
\dot{x}_3 &= \frac{R \kappa}{V_x} [(W_{ie} + W_f) T_e - (W_{xi} + W_{x_t}) T_x] + w_x + z_3 \\
\dot{x}_4 &= W_{ie} + W_f - W_{xi} - W_{x_t} + z_4 \\
\dot{x}_5 &= \left( \frac{60}{2\pi} \right)^2 \frac{1}{J} \left( \frac{P_t - P_c}{n_{tc}} \right) + z_5 \\
\dot{w}_i &= z_6 \\
\dot{w}_x &= z_7
\end{align*} \]

The open loop observer simulation shows that the model is most imprecise on the intake manifold pressure state and turbocharger speed state (Polóni et al., 2012). The augmentation with bias terms placed on derivatives of these states is therefore logical with the two-sensor setup (Alt. 2).
**Alt. 2: Biases** $w_i$ and $w_{tc}$. The augmented state-space model with the biases $w_i$ and $w_{tc}$ is

\[
\dot{x}_1 = \frac{R_k}{V_i} (W_{ci} T_{ci} - W_{ie} T_i + W_{xi} T_{xi}) + w_i + z_1 \\
\dot{x}_2 = W_{ci} - W_{ie} + W_{xi} + z_2 \\
\dot{x}_3 = \frac{R_k}{V_x} [(W_{ie} + W_f) T_e - (W_{xi} + W_{xt}) T_x] + z_3 \\
\dot{x}_4 = W_{ie} + W_f - W_{xi} - W_{xt} + z_4 \\
\dot{x}_5 = \left(\frac{60}{2\pi}\right)^2 \frac{1}{J} \left(\frac{P_t - P_c}{n_{tc}}\right) + w_{tc} + z_5
\]

\[
\dot{w}_i = z_6 \\
\dot{w}_x = z_7 \\
\dot{w}_{tc} = z_8
\]

3.2. **Three-sensor setup with sensors for $p_i$, $p_x$ and $n_{tc}$**

The third measured variable, the turbocharger speed, is additionally introduced to study its impact on overall estimation precision with the bias terms placed on the intake manifold pressure, exhaust manifold pressure and turbocharger speed (Alt. 3).

**Alt. 3: Biases** $w_i$, $w_{x}$ and $w_{tc}$. The augmented state-space model with the biases $w_i$, $w_{x}$ and $w_{tc}$ is

\[
\dot{x}_1 = \frac{R_k}{V_i} (W_{ci} T_{ci} - W_{ie} T_i + W_{xi} T_{xi}) + w_i + z_1 \\
\dot{x}_2 = W_{ci} - W_{ie} + W_{xi} + z_2 \\
\dot{x}_3 = \frac{R_k}{V_x} [(W_{ie} + W_f) T_e - (W_{xi} + W_{xt}) T_x] + w_x + z_3 \\
\dot{x}_4 = W_{ie} + W_f - W_{xi} - W_{xt} + z_4 \\
\dot{x}_5 = \left(\frac{60}{2\pi}\right)^2 \frac{1}{J} \left(\frac{P_t - P_c}{n_{tc}}\right) + w_{tc} + z_5
\]

\[
\dot{w}_i = z_6 \\
\dot{w}_x = z_7 \\
\dot{w}_{tc} = z_8
\]

4. **Mass flow correction method**

The basic strategy to correct the mass flows is shown in Figure 2. The jointly estimated state vector $x_s$ and bias vector $w$ is used to compute the
mass flow vector and the correction vector respectively. The estimated mass flow vector $\hat{W}$ is corrected by the correction vector $\hat{e}$ to be explained in this section. The corrected mass flow vector is denoted $\hat{W}[^c]$. The estimated bias vector $w$ represents the information about errors of the state equations. This error is called a model bias, although it is not a constant value but modeled by a Wiener process. This bias information can be redistributed in a least-square sense among the modeled mass flow terms $W_{ci}, W_{ie}, W_{xi}, W_{xt}$. The basis for the least-squares problem is that the mass flow maps $W_{ci}, W_{ie}, W_{xi}$ and $W_{xt}$ contains the most significant contributions to model error, as other sources are neglected in the redistribution.

The least-square error equations are formed by the subtraction of each state equation from the corrected state equation. For example, the subtraction of the following two equations derived from Eq. (32) leads to the first least-square error equation given by the Eq. (56)

$$\frac{V_i}{R\kappa} \dot{x}_1 = W_{ci} T_{ci} - W_{ie} T_i + W_{xi} T_{xi} + \frac{V_i}{R\kappa} w_i$$  \hspace{1cm} (54)$$

$$\frac{V_i}{R\kappa} \dot{x}_1 = (W_{ci} + e_{ci}) T_{ci} - (W_{ie} + e_{ie}) T_i + (W_{xi} + e_{xi}) T_{xi}$$  \hspace{1cm} (55)$$

The least-square error equations are formed below each state equation as
\[
\frac{V_i}{R\kappa} \dot{x}_1 = W_{ci}T_{ci} - W_{ie}T_i + W_{xi}T_{xi} + \frac{V_i}{R\kappa} w_i
\]
\[0 = e_{ci}T_{ci} - e_{ie}T_i + e_{xi}T_{xi} - \frac{V_i}{R\kappa} w_i \quad (56)\]
\[
\frac{V_x}{R\kappa} \dot{x}_2 = W_{ci} - W_{ie} + W_{xi} + \frac{V_i}{T_{Si}R\kappa} w_i
\]
\[0 = e_{ci} - e_{ie} + e_{xi} - \frac{V_i}{T_{Si}R\kappa} w_i \quad (57)\]
\[
\frac{V_x}{R\kappa} \dot{x}_3 = (W_{ie} + W_f)T_e - (W_{xi} + W_{xt})T_x + \frac{V_x}{R\kappa} w_x
\]
\[0 = e_{ie}T_e - e_{xi}T_x - e_{xt}T_x - \frac{V_x}{R\kappa} w_x \quad (58)\]
\[
\frac{V_x}{R\kappa} \dot{x}_4 = W_{ie} + W_f - W_{xi} - W_{xt} + \frac{V_x}{T_{Sx}R\kappa} w_x
\]
\[0 = e_{ie} - e_{xi} - e_{xt} - \frac{V_x}{T_{Sx}R\kappa} w_x \quad (59)\]
\[
\frac{J}{(\frac{60}{2\pi})^2} \dot{x}_5 = W_{xi} \frac{c_p T_x}{n_{tc} \eta_t} \left[ 1 - \left( \frac{p_t}{p_x} \right)^{\frac{\kappa - 1}{\kappa}} \right] -
\]
\[ -W_{ci} \frac{c_p T_a}{n_{tc} \eta_c} \left[ \left( \frac{p_c}{p_a} \right)^{\frac{\kappa - 1}{\kappa}} - 1 \right] + \frac{J}{(\frac{60}{2\pi})^2} w_{tc}\]
\[0 = e_{xt} \frac{c_p T_x}{n_{tc} \eta_t} \left[ 1 - \left( \frac{p_t}{p_x} \right)^{\frac{\kappa - 1}{\kappa}} \right] -
\]
\[-e_{ci} \frac{c_p T_a}{n_{tc} \eta_c} \left[ \left( \frac{p_c}{p_a} \right)^{\frac{\kappa - 1}{\kappa}} - 1 \right] - \frac{J}{(\frac{60}{2\pi})^2} w_{tc} \quad (60)\]

where the errors \( e_{ci}, e_{ie}, e_{xi}, e_{xt} \) are elements of the correction vector \( e \).

The physical relation of the pressure state equations and mass state equations is in the scaling of the flow terms \( W \) by the temperatures \( T \) and the \( \frac{R\kappa}{V} \) term. If we consider the scaling temperature for the bias \( w_i \) as \( T_{Si} = (T_{ci} + T_i + T_{xi})/3 \) and the scaling temperature for the bias \( w_x \) as \( T_{Sx} = (T_e + T_x)/2 \), one can introduce the same bias term \( (w) \) for the mass balance state equation.
The linear least-square problem to estimate the correction vector is formulated as the Euclidean norm minimization problem

\[ \hat{e} = \min_{e} \| Ae + b \|_2^2 \]  

for the previously considered sensor and bias alternatives:

**Two-sensor setup** \((p_i, p_x)\) with biases \(w_i\) and \(w_x\) (Alt. 1). In this sensor configuration, where pressures \(p_i, p_x\) are measured, two biases are placed on the differential equations of the intake manifold pressure \(w_i\) and differential equation of the exhaust manifold pressure \(w_x\).

\[
A = \begin{bmatrix}
T_{ci} & -T_i & T_{xi} & 0 \\
T_{Si} & -T_{Si} & T_{Si} & 0 \\
0 & T_e & -T_x & T_x \\
0 & T_{Sx} & -T_{Sx} & -T_{Sx}
\end{bmatrix}; \quad e = \begin{bmatrix}
e_{ci} \\
e_{ie} \\
e_{xi} \\
e_{xt}
\end{bmatrix}; \quad b = \begin{bmatrix}
-V_c w_i \\
-V_c w_i \\
-V_c w_x \\
-V_c w_x
\end{bmatrix}
\]

**Two-sensor setup** \((p_i, p_x)\) with biases \(w_i\) and \(w_{tc}\) (Alt. 2). In this sensor configuration where pressures \(p_i, p_x\) are measured, two biases are placed on the differential equations of the intake manifold pressure \(w_i\) and differential equation of the turbocharger speed \(w_{tc}\). With the bias terms \(w_i\) and \(w_{tc}\), the correction vector contains only three elements, since \(w_{tc}\) can not be scaled for any other equation.

\[
A = \begin{bmatrix}
T_{ci} & -T_i & 0 \\
T_{Si} & -T_{Si} & 0 \\
-c_p T_a \left( \frac{p_c}{p_a} \right)^{\frac{\kappa-1}{\kappa}} - 1 & 0 & c_p T_a \left( \frac{p_c}{p_a} \right)^{\frac{\kappa-1}{\kappa}} \left[ 1 - \left( \frac{p_c}{p_a} \right)^{\frac{\kappa-1}{\kappa}} \right]
\end{bmatrix}; \quad e = \begin{bmatrix}
e_{ci} \\
e_{ie} \\
e_{xt}
\end{bmatrix};
\]

\[
b = \begin{bmatrix}
-V_c w_i \\
-V_c w_i \\
-V_c w_{tc}
\end{bmatrix}
\]

**Three-sensor setup** \((p_i, p_x, n_{tc})\) with biases \(w_i, w_x\) and \(w_{tc}\) (Alt. 3). In this sensor configuration, pressures \(p_i, p_x\) and the turbocharger speed \(n_{tc}\) are measured, where the biases are \(w_i, w_x\) and \(w_{tc}\).

\[
A = \begin{bmatrix}
T_{ci} & -T_i & T_{xi} & 0 \\
T_{Si} & -T_{Si} & T_{Si} & 0 \\
0 & T_e & -T_x & T_x \\
0 & T_{Sx} & -T_{Sx} & -T_{Sx} \\
-c_p T_a \left( \frac{p_c}{p_a} \right)^{\frac{\kappa-1}{\kappa}} - 1 & 0 & 0 & c_p T_a \left( \frac{p_c}{p_a} \right)^{\frac{\kappa-1}{\kappa}} \left[ 1 - \left( \frac{p_c}{p_a} \right)^{\frac{\kappa-1}{\kappa}} \right]
\end{bmatrix};
\]
\[
e = \begin{bmatrix} e_{ci} \\ e_{ie} \\ e_{xi} \\ e_{xt} \end{bmatrix}, \quad b = \begin{bmatrix} -\frac{V}{\rho_i} w_i \\ -\frac{V}{\rho_i} w_i \\ -\frac{V}{\rho_x} w_x \\ -\frac{V}{\rho_x} w_x \end{bmatrix} + \left( \frac{m_i}{m_t} \right) w_{tc}
\]

The elements of the \(A\)-matrix are obtained by applying the state vector estimate (given by the observer \(\hat{x}_s\)) to the MVEM; for example the intake manifold temperature given by the Eq. (13) is \(T_i = \hat{p}_i V_i / \hat{m}_i R\).

The least-square problem is solved by the ordinary least-square closed-form expression

\[
\hat{e} = (A^T A)^+ A^T b
\]  

(62)

Since the problem might be ill-conditioned the pseudoinverse of the matrix \(A^T A\) is computed via the Moore-Penrose pseudoinverse through the singular value decomposition (SVD) (Golub and Van Loan, 1996) as

\[
(A^T A)^+ = V D^+ U^T
\]  

(63)

where \(V\) and \(U\) are unitary matrices and \(D\) is a diagonal matrix with nonnegative real numbers on the diagonal, the singular values, where the tolerance on singular values is \(\delta_{SVD}\). Any singular value less than this tolerance, has its inverse set to zero. The \(A\)-matrix can be considered as a sensitivity-matrix where further sensitivity study can be performed to inspect the bias placement or inspect the parameter adaptation (if adaptive model is considered).

The mass flow computations are based on the state vector estimate computed by the EKF. After obtaining the estimated state vector from the EKF \(\hat{x}_s = [\hat{p}_i, \hat{m}_i, \hat{p}_x, \hat{m}_x, \hat{n}_{tc}]^T\), and computing the correction vector \(\hat{e}\) (Eq. 62), the corrected mass flow vector \(\hat{W}_{ie}^{[c]}\) is computed as follows

\[
\hat{W}_{ci}^{[c]} = f_{W_c}(\hat{p}_i, \hat{n}_{tc}, \Theta_{W_c}) + \hat{e}_{ci}
\]

(64)

\[
\hat{W}_{ie}^{[c]} = \frac{\hat{m}_i n_e V_d}{V_i 120} \eta_v + \hat{e}_{ie}
\]

(65)

\[
\hat{W}_{xi}^{[c]} = \frac{A_{egr} \hat{p}_x}{\sqrt{R T_x}} \hat{\Psi}_{egr} + \hat{e}_{xi}
\]

(66)

\[
\hat{W}_{xt}^{[c]} = f_{W_x}(X_{vgt}, \hat{p}_x, \Theta_{W_x}) + \hat{e}_{xt}
\]

(67)
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\[ RSE = \sqrt{\frac{1}{n} \sum_{t=1}^{n} (MAF_t - \hat{W}_{ci,t})^2} \] (68)

where \( n = 800 \). The RSE is computed for the compressor air-flow \( \hat{W}_{ci} \), for which the validation measurement is available from the MAF sensor. The engine’s other mass flows can not be easily measured, therefore it is assumed here that if the compressor flow is relatively precise the other mass flows are likely to be precise as well. The RSE index is computed for three considered sensor/bias alternatives, as shown in Table 1. It can be seen in Table 1, that in all three studied cases the correction method improves the estimated air-flows.

<table>
<thead>
<tr>
<th>Alternatives</th>
<th>RSE of ( \hat{W}_{ci} )</th>
<th>RSE of ( \hat{W}_{ci}^{[c]} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alt. 1</td>
<td>0.147</td>
<td>0.139</td>
</tr>
<tr>
<td>Alt. 2</td>
<td>0.112</td>
<td>0.096</td>
</tr>
<tr>
<td>Alt. 3</td>
<td>0.093</td>
<td>0.067</td>
</tr>
</tbody>
</table>

Table 1: Root Square Error (RSE) of uncorrected \( \hat{W}_{ci} \) and corrected \( \hat{W}_{ci}^{[c]} \) compressor air-flow estimate for different sensor/bias alternatives

5. Experimental evaluation

The presented mass flow estimation and correction strategy is tested offline on driving cycle engine data introduced in the Appendix B.1.

The quality of the algorithm is evaluated by the Root Square Error (RSE)

Two-sensor setup \((p_i, p_x)\) with biases \( w_i \) and \( w_x \) (Alt. 1). The estimated biases with the two-sensor setup of the intake and exhaust pressures are shown in Figure 3. The estimated compressor mass flow without the correction \( \hat{W}_{ci} \) and the estimated compressor mass flow with the correction \( \hat{W}_{ci}^{[c]} \) are compared in Figure 4. In this case, the uncorrected air-flow estimate \( \hat{W}_{ci} \) is not very precise mostly during the downspeeding of the engine. Also the placement of biases does not provide sufficient error information toward the true compressor air flow which leads to biased corrected air-flow estimate \( \hat{W}_{ci}^{[c]} \) as well.

Two-sensor setup \((p_i, p_x)\) with biases \( w_i \) and \( w_{te} \) (Alt. 2). In this alternative, improvement of the estimated compressor air-flow is achieved. The estimated biases with the two-sensor setup of the intake and exhaust
Figure 3: Alt. 1: Estimated biases with two-sensor measurement \((p_i, p_x)\)

Figure 4: Alt. 1: Evaluation measurement and estimated compressor flow with two-sensor measurement \((p_i, p_x)\)
pressures are shown in Figure 5. The estimated compressor mass flow without the correction \( \hat{W}_{ci} \) and the estimated compressor mass flow with the correction \( \hat{W}^c_{ci} \) are compared in Figure 6. The improved estimates are due to the bias \( w_{tc} \) that compensates better for the error of the turbocharger speed differential equation.

**Three-sensor setup** \((p_i, p_x, n_{tc})\) with biases \(w_i, w_x\) and \(w_{tc}\) (Alt. 3). The best performance is obtained for the three-sensor setup alternative. This is expected, since the additional turbocharger speed sensor and additional bias, compared to Alt. 1 and Alt 2., provides additional information which is processed by the observer and the correction algorithm. The estimated biases are shown in Figure 7. The estimated compressor mass flow without the correction \( \hat{W}_{ci} \) and the estimated compressor mass flow with the correction \( \hat{W}^c_{ci} \) are compared in Figure 8.

6. Conclusion

A correction method for mass flow quantities of a turbocharged combustion engine is developed. Different combination of the production sensors
Figure 6: Alt. 2: Evaluation measurement and estimated compressor flow with two-sensor measurement ($p_i$, $p_x$)

Figure 7: Alt. 3: Estimated biases with three-sensor measurement ($p_i$, $p_x$, $n_{tc}$)
Figure 8: Alt. 3: Evaluation measurement and estimated compressor flow with three-sensor measurement \((p_i, p_x, n_{tc})\) can form the measurement vector, which is directly processed by the EKF to compute the augmented state vector with model states and model biases. The mass flows, computed based on the EKF observed states, are further corrected based on the EKF observed biases. In the off-line numerical experiment it is demonstrated, with the production car turbocharged Diesel engine data, that the mass flow correction method significantly improves the estimated air mass flow \(W_{ci}\). The other mass flows: the EGR mass flow \(W_{xi}\), the mass flow from the intake manifold to the engine cylinders \(W_{ie}\) and the mass flow from the exhaust manifold to the turbine \(W_{xt}\) are estimated as well, however they are not validated in this paper and therefore not discussed. It has been shown that the two-sensor setups with the measured intake manifold pressure and exhaust manifold pressure provide engine’s mass flows estimate which precision can be further improved by the additional turbocharger speed measurement in the three-sensor setup. The proposed sensor fusion does not rely on the imprecise (or expensive) production car airflow measurement (MAF). In order to manage effects such as engine ageing, an implementation of the method in a production engine should be accompanied with an online adaptation of slowly varying model parameters. In this way parametric errors do not degrade the mass flow.
estimates, since they will not strongly influence the bias estimates.

Acknowledgment. T. P. acknowledges the support for this project from Prof. Luigi del Re, Institute for Design and Control of Mechatronical Systems, Johannes Kepler University, Linz. This work is supported by the Slovak Research and Development Agency under projects APVV-0090-10 and LPP-0118-09. This work is also supported by the Norwegian Research Council and the Norwegian University of Science and Technology.

Appendix A. Extended Kalman Filter

The EKF is applied for estimation of the augmented state of the turbocharged Diesel engine. The following algorithm is in the literature known as the continuous-discrete or hybrid EKF (Brown and Hwang, 2012; Gelb et al., 2001). The dynamic system is given by Eq. (30) and Eq. (31). The process and the measurement noise is

\[
\begin{align*}
    z_t & \sim N(0, Q_t) \\
    v_t & \sim N(0, R_t)
\end{align*}
\] (A.1)

where \(Q_t\) is the process noise covariance matrix and \(R_t\) is the measurement noise covariance matrix. The initial condition of the state vector is \(x_0 \sim N(\hat{x}_0^+, P_0^+)\). The estimate of the state vector at \(t = 0\) begins with the initial state vector estimate and with the initial covariance matrix of the initial state vector estimate error

\[
\begin{align*}
    \hat{x}_0^+ &= E[x_0] \\
    P_0^+ &= E[(x_0 - \hat{x}_0^+)(x_0 - \hat{x}_0^+)^T]
\end{align*}
\] (A.2)(A.3)

From time instance \(t - 1\), the dynamic system is simulative propagated one step ahead as

\[
\hat{x}_t^- = f(\hat{x}_{t-1}^+, u_{t-1})
\] (A.4)

where \(t = 1, 2, \ldots\). This one step computation is an a priori state estimate. The time update of the covariance matrix estimate is given by

\[
\dot{P} = Z(\hat{x})P + PZ^T(\hat{x}) + Q
\] (A.5)

where

\[
Z(\hat{x}) = \left. \frac{\partial f_c(x)}{\partial x} \right|_{x=\hat{x}}
\] (A.6)
and \( Q \) is a spectral density matrix, where \( Q = \frac{1}{T}Q_t \) and \( T \) is the sampling interval. The covariance matrix estimate of the state vector \( \hat{x}_t^- \) estimation error is achieved by simulative propagation of Eq. (A.5)

\[
P_t^- = g(P_{t-1}^+, Z(\hat{x}_{t-1}^+))
\]  

(A.7)

The EKF gain matrix of time instant \( t \) is given by

\[
K_t = P_t^- L_t^T [L_t P_t^- L_t^T + M_t R_t M_t^T]^{-1}
\]  

(A.8)

and the obtained measurement \( y_t \) is used for state vector estimation (a posteriori estimate)

\[
\hat{x}_t^+ = \hat{x}_t^- + K_t [y_t - h(\hat{x}_t^-)]
\]  

(A.9)

The covariance matrix of the estimation error of \( \hat{x}_t^+ \) is computed as

\[
P_t^+ = [I - K_t L_t] P_t^- [I - K_t L_t]^T + K_t M_t R_t M_t^T K_t^T
\]  

(A.10)

where

\[
L_t(\hat{x}_t^-) = \left. \frac{\partial h(x_t)}{\partial x_t} \right|_{x_t = \hat{x}_t^-} \quad M_t(\hat{x}_t^-) = \left. \frac{\partial h(x_t)}{\partial v_t} \right|_{x_t = \hat{x}_t^-}
\]  

(A.11)

The numerical integration of ordinary differential equations (ODE) is used for the simulative propagation of Eq. (A.4), covariance matrix time update Eq. (A.7) and Jacobian matrix evaluation Eq. (A.6). Since variable-step solvers might be difficult to use for hard real-time applications requiring a deterministic processing time, this study is based on a fixed-step solver. A fixed step solver also tends to give more accurate calculation of finite-difference gradients since numerical errors are more systematic. Any of the fixed-step solvers can simulate the model to any desired level of accuracy, given a small enough step size. Unfortunately, it is generally difficult to decide a priori which combination of solver and step size will yield acceptable results for the continuous states in the shortest processing time. Determining the best solver for a particular model generally requires experimentation. In this study, the Matlab routine \texttt{ode2} is used to propagate Eq. (A.4) and Eq. (A.7), which is the fixed step explicit Heun’s method (Runge-Kutta method) (Ascher and Petzold, 1998)

\[
\tilde{x}_{i+1} = x_i + hf_c(x_i, u_i)
\]  

(A.12)

\[
x_{i+1} = x_i + \frac{h}{2} \left( f_c(x_i, u_i) + f_c(\tilde{x}_i, u_i) \right)
\]  

(A.13)
where $i$ represents the numerical step index and $h$ is the numerical step size. It can be seen as an extension of the Euler method into a two-stage second-order Runge-Kutta method. Heun’s method is a predictor-corrector method with the forward Euler’s method, Eq. (A.12), as predictor and the trapezoidal method, (A.13), as corrector (Butcher, 2003). This method was chosen after some experimentation with a set of solvers. The precision of the numerical solution of a given solver as a function of the numerical step size $h$ is evaluated during the run of the EKF. In our case, the solver which gives the best EKF performance (least estimation errors) with other EKF settings unchanged, is chosen. The estimation error is however not the only criterion for how to choose the ODE solver. With regards to a real-time application the computational complexity and processing time need to be considered. The chosen Heun’s method is a reasonable compromise between the computational time and solution precision with the given step size $h$.

The Jacobian is approximated via the function’s forward finite-difference to evaluate Eq. (A.6),

\[
\frac{\partial f_c(x)}{\partial x} \bigg|_{x=\hat{x}} \approx \left[ \frac{f_c(x + d_{1}\epsilon) - f_c(x)}{\epsilon}, \ldots, \frac{f_c(x + d_{n_x}\epsilon) - f_c(x)}{\epsilon} \right]_{x=\hat{x}}
\]

where $d_i$ is a unit vector in a direction of $x_i$, $i = 1 \ldots n_x$ and $\epsilon$ represents a small perturbation.

Implementation of the EKF on a production ECU (Electronic Control Unit) poses some additional challenges, and some tradeoff between computational complexity and numerical accuracy. Computations of the Jacobian should either exploit the polynomial structure of the maps, or structural zeros in the Jacobian if finite differences are used. Robust and efficient numerical implementation of the EKF like Bierman’s algorithm (Bierman, 1977) or the square-root/array algorithm (Kailath et al., 2000) must be considered.

Appendix B. Experimental and simulation setup

Appendix B.1. Tested engine data and open loop performance of observer

The driving cycle US FTP75 is performed with a BMW 4-cylinder EU4 common rail direct injection (CRDI), production passenger car, turbocharged Diesel engine to record the data of the intake manifold pressure $p_i$, exhaust manifold pressure $p_{ex}$, turbocharger speed $n_tc$ and the intake mass flow MAF sensor data. While the sensors have fast dynamics and therefore not modeled
dynamically in our case study, such dynamic models in terms of simple low-pass filters could easily be added to the dynamic estimation model when the sensor dynamic is significant (Guardiola et al., 2013). The sampling interval\(^1\) for all the measurements is \(T=0.1 \text{ [s]}\). The engine is operated under standard laboratory conditions.

In the open loop mode the observer is not using any measured information to compute the estimated states except the model inputs (where \(n_e\) is a measurement). In the open loop mode, the states are purely numerically simulated through the engine model from the given initial conditions of states and the given inputs. The inputs for the engine and the model are the percentages of open positions of vanes \(X_{vgt}\) and EGR valve \(X_{egr}\), fuel injection \(W_f\) and the load which is reflected by the engine speed. The open loop observer gives biased estimates as previously documented in Polóni et al. (2012), where the biases are more significant on intake manifold pressure and turbocharger speed state and less evident on exhaust manifold pressure state.

**Appendix B.2. Numerical setup of computation**

Good tuning of the EKF depends on precise information about the stochastic properties of noises, which are theoretically assumed to be sequentially uncorrelated Gaussian distributions with zero means. The numerical values can be estimated by the user’s careful assumption about the magnitude of measurement and process noises of a given state or a bias of a discrete (sampled) time sequence. After some manual tuning, the numerical values listed in Table B.2 are found to give the acceptable estimation and correction method performance for the engine used for the experiments.

The measurement noise covariance matrix is defined as

\[
R_t = \text{diag}\left[\sigma^2_{y_1}, \sigma^2_{y_2}, \sigma^2_{y_3}\right] \tag{B.1}
\]

The process noise spectral density matrix is

\[
Q = \text{diag}\left[\Phi_1, \Phi_2, \Phi_3, \Phi_4, \Phi_5, \Phi_6, \Phi_7, \Phi_8\right] \tag{B.2}
\]

where the diagonal noise spectral densities are defined and computed as \(\Phi_i = (1/T)\sigma_i^2\). The \(\Phi_1\) spectral density depends on the intake manifold

\(^1\text{Note that the sampling interval } T \text{ differs from the integration step interval } h\)
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sampling interval $T$</td>
<td>0.1 $[s]$</td>
</tr>
<tr>
<td>Integration step $h$</td>
<td>0.01 $[s]$</td>
</tr>
<tr>
<td>Finite difference perturbation $\epsilon$</td>
<td>$10^{-8}$</td>
</tr>
<tr>
<td>Singular value threshold $\delta_{SVD}$</td>
<td>$10^{-2} \max(D)$</td>
</tr>
<tr>
<td>Initial intake pressure $x_{1,0}$</td>
<td>$9.8 \times 10^4 \text{ [kPa]}$</td>
</tr>
<tr>
<td>Initial intake mass $x_{2,0}$</td>
<td>0.01269 $[kg]$</td>
</tr>
<tr>
<td>Initial exhaust pressure $x_{3,0}$</td>
<td>$9.8 \times 10^4 \text{ [kPa]}$</td>
</tr>
<tr>
<td>Initial exhaust mass $x_{4,0}$</td>
<td>0.01269 $[kg]$</td>
</tr>
<tr>
<td>Initial turbocharger speed $x_{5,0}$</td>
<td>$3.0 \times 10^4 \text{ [rpm]}$</td>
</tr>
<tr>
<td>Initial intake pressure derivative bias $w_{i,0}$</td>
<td>0 $[\text{kPa.s}^{-1}]$</td>
</tr>
<tr>
<td>Initial exhaust pressure derivative bias $w_{x,0}$</td>
<td>0 $[\text{kPa.s}^{-1}]$</td>
</tr>
<tr>
<td>Initial turbocharger speed derivative bias $w_{tc,0}$</td>
<td>0 $[\text{rpm.s}^{-1}]$</td>
</tr>
<tr>
<td>Initial intake pressure $p_i$ variance $\Sigma_{1,0}$</td>
<td>$(0.3 \times 10^4)^2 \text{ [kPa}^2$</td>
</tr>
<tr>
<td>Initial intake mass $m_i$ variance $\Sigma_{2,0}$</td>
<td>$(0.1 \times 10^{-2})^2 \text{ [kg}^2$</td>
</tr>
<tr>
<td>Initial exhaust pressure $p_x$ variance $\Sigma_{3,0}$</td>
<td>$(2 \times 10^3)^2 \text{ [kPa}^2$</td>
</tr>
<tr>
<td>Initial exhaust mass $m_x$ variance $\Sigma_{4,0}$</td>
<td>$(1 \times 10^{-4})^2 \text{ [kg}^2$</td>
</tr>
<tr>
<td>Initial turbocharger speed $n_{tc}$ variance $\Sigma_{5,0}$</td>
<td>$(11 \times 10^3)^2 \text{ [rpm}^2$</td>
</tr>
<tr>
<td>Initial intake pressure derivative bias $w_{i}$ variance $\Sigma_{6,0}$</td>
<td>$(10^5)^2 \text{ [kPa}^2s^{-2}$</td>
</tr>
<tr>
<td>Initial exhaust pressure derivative bias $w_{x}$ variance $\Sigma_{7,0}$</td>
<td>$(10^5)^2 \text{ [kPa}^2s^{-2}$</td>
</tr>
<tr>
<td>Initial turbocharger speed derivative bias $w_{tc}$ variance $\Sigma_{8,0}$</td>
<td>$(10^5)^2 \text{ [rpm}^2s^{-2}$</td>
</tr>
<tr>
<td>Measurement noise:</td>
<td></td>
</tr>
<tr>
<td>Standard deviation of the intake pressure $\sigma_{y_1}$</td>
<td>$0.02 \times 10^5 \text{ [kPa]}$</td>
</tr>
<tr>
<td>Standard deviation of the exhaust pressure $\sigma_{y_2}$</td>
<td>$0.08 \times 10^5 \text{ [kPa]}$</td>
</tr>
<tr>
<td>Standard deviation of the turbocharger speed $\sigma_{y_3}$</td>
<td>$0.1 \times 10^4 \text{ [rpm]}$</td>
</tr>
<tr>
<td>Process noise:</td>
<td></td>
</tr>
<tr>
<td>Standard deviation of the intake pressure $\sigma_1$</td>
<td>$0.06 \times 10^5 \text{ [kPa]}$</td>
</tr>
<tr>
<td>Standard deviation of the intake mass $\sigma_2$</td>
<td>$0.5 \times 10^{-4} \text{ [kg]}$</td>
</tr>
<tr>
<td>Standard deviation of the exhaust pressure $\sigma_3$</td>
<td>$0.08 \times 10^5 \text{ [kPa]}$</td>
</tr>
<tr>
<td>Standard deviation of the intake mass $\sigma_4$</td>
<td>$0.5 \times 10^{-4} \text{ [kg]}$</td>
</tr>
<tr>
<td>Standard deviation of the turbocharger speed $\sigma_5$</td>
<td>$1.5 \times 10^4 \text{ [rpm]}$</td>
</tr>
<tr>
<td>Standard deviation of the intake pressure derivative bias $\sigma_6$</td>
<td>$10^4 \text{ [kPa.s}^{-1}]$</td>
</tr>
<tr>
<td>Standard deviation of the exhaust pressure derivative bias $\sigma_7$</td>
<td>$10^4 \text{ [kPa.s}^{-1}]$</td>
</tr>
<tr>
<td>Standard deviation of the turbocharger speed derivative bias $\sigma_8$</td>
<td>$10^4 \text{ [rpm.s}^{-1}]$</td>
</tr>
</tbody>
</table>

Table B.2: Settings of numerical computation
pressure process noise variance $\sigma_1^2$ and sampling time, and is computed as
\[ \Phi_1 = 10[s^{-1}](0.06*10^5[kPa])^2[kPa^2.s^{-2}.Hz^{-1}], \]
where the other spectral densities are similarly computed. The initial state vector estimate is set to
\[ \hat{x}_0^+ = [x_{1,0}, x_{2,0}, x_{3,0}, x_{4,0}, x_{5,0}, w_{i,0}, w_{x,0}, w_{tc,0}]^T. \]
The initial covariance matrix of the initial state vector estimate error is
\[
\begin{align*}
P_0^+ = \text{diag} [\Sigma_{1,0}, \Sigma_{2,0}, \Sigma_{3,0}, \Sigma_{4,0}, \Sigma_{5,0}, \Sigma_{6,0}, \Sigma_{7,0}, \Sigma_{8,0}],
\end{align*}
\]
(B.3)
where the diagonal elements are in accordance to Eq. (A.3) computed as $\Sigma_i = (x_{i,0} - E[x_{i,0}])^2$ and set by the initial conditions.
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