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#### Abstract

Earlier studies demonstrate that en-route atmospheric winds affect the in-flight performance of unmanned aircraft significantly. Nevertheless today the inclusion of wind is not common practise in determining the optimal flight path. This paper aims to contribute with an accessible method that includes forecast horizontal wind maps which are commonly available, and discuss the methods on how these maps can be integrated in order to obtain the most energy efficient horizontal path of fixed-wing aircraft. The benefits of including horizontal wind maps into the path planning optimization are demonstrated through a simulation, which utilizes Particle Swarm Optimization.
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## I. Introduction

Atmospheric winds pose constraints on the operations of unmanned aircraft. This holds especially true for smaller aircraft, as here it is common for wind speeds to constitute $20-50 \%$ of the airspeed [1]. This has a substantial effect on the mission safety and the aircraft's in-flight performance. It is therefore considered to be warranted to account for atmospheric winds in the planning of the aircraft's flight path. As the unmanned aircraft industry is maturing, a growing scientific search towards in-flight performance optimization is noticed. Accurate estimations of the aircraft's in-flight performance allow for optimal utilization of the system within its specified mission objectives.

Early studies demonstrate the advantages of utilizing atmospheric winds in the aircraft's route optimization [2]. More recently efforts have been made to include the complete wind field in the optimization, such as found in [3], and more recently [4], which utilize the Ordered Upwind Method and the stochastic Dijkstra algorithms, respectively, for determining the optimal flight path.

The study of path planning optimization in the context of unmanned aircraft is relatively new but abundant. Most notably, in [5] a method is presented that successfully incorporates wind fields in path following methods utilizing straightline and circular arc paths. In [6] a sophisticated method was described where Model Predictive Control (MPC) methods

[^0]were employed for path planning optimization, while including the effects of wind. However, neither studies included the effects of wind on the aircraft performance within the optimization, such as was the case in [4], which describes a method for the incorporation of weather uncertainty for manned aircraft in long-distance flights. In [7] the aircraft performance was successfully included, with the assumption of a constant wind field.

More recent sophisticated wind-energy harvesting methods have received increased scientific interest. Most notably in [8] two refined methods are described which utilize updraft winds from locally observed wind-fields in order to extend the aircraft's range and endurance. Considering such complex wind fields offers the potential of accurate and effective path optimization. However, the limitation of such methods in context of the study presented in this paper is that it relies on the availability of detailed local wind measurements and terrain observations or maps. In practise the extraction of lift due to vertical winds over terrain, known as orographic lift, is relatively complex to obtain [9]. This is in contrast to forecast horizontal wind gradients which are relatively well described, and are commonly obtainable through meteorological institutions.

The study presented in this paper positions itself in the current literature by describing an accessible method that includes forecast horizontal wind maps, and discuss the methods on how these maps can be integrated in order to obtain the most energy efficient horizontal flight path of fixed-wing unmanned aircraft. To achieve this it will specify and include the effects of horizontal winds on the in-flight performance of the aircraft. In this paper Particle Swarm Optimization technique is used, such as described in [10], in order to simulate how the inclusion wind affects the flight performance. The goal of the developed algorithm is to find the path which minimizes the total energy consumption from origin to destination by using a local wind map and by optimizing the path and airspeed of the aircraft. Minimizing the energy consumption results in a lighter aircraft as battery-powered aircraft are required to carry fewer on-board batteries, while fuel-powered aircraft require to carry less block fuel. Alternatively, one could consider the reduction in required fuel/batteries to increase the cargo capacity of the aircraft, or to offer a larger safety margin through energy reserves.

## II. Aircraft dynamic model

The aircraft's kinematic model is described through the North-East-Down (NED) inertial reference frame. As the aim is to optimize the energy consumption per distance travelled, it is necessary to describe the wind field in a similar way. Because in this study horizontal wind maps are used, the wind field is being described in a two-dimensional plane.

When assuming a flat, non-rotating earth then $x$ aligns north, $y$ aligns east, and $z$ is pointing down to earth as positive direction. Relating to the wind navigation triangle, as shown in figure 1, the aircraft's inertial velocity in a coordinated flight can be described as a function of the aircraft's ground course $\chi$ and ground speed $v_{g}$. Similarly, this can be described as a function of the true airspeed $v_{a}$, heading $\psi$, wind speed $v_{w}$ and wind speed direction $\psi_{w}$. These relations are found through:

$$
\left[\begin{array}{c}
\dot{x}  \tag{1}\\
\dot{y}
\end{array}\right]=v_{g}\left[\begin{array}{c}
\cos \chi \\
\sin \chi
\end{array}\right]=v_{a}\left[\begin{array}{c}
\cos \psi \\
\sin \psi
\end{array}\right]+v_{w}\left[\begin{array}{c}
\cos \psi_{w} \\
\sin \psi_{w}
\end{array}\right]
$$

The relation between heading and course angle is conveniently described using the law of sines, resulting in [6]:

$$
\begin{equation*}
\psi=\chi-\arcsin \frac{v_{w}}{v_{a}} \sin \left(\psi_{w}-\chi\right) \tag{2}
\end{equation*}
$$



Fig. 1. Wind Navigation Triangle in Coordinated Flight
In aviation the wind maps and directional indications are often expressed in the navigation representation, rather than the mathematical representation. Therefore it is considered convenient to apply the same standards here. Here the directional indications are related to $x$ (true north), where the clockwise rotation is positive. Note that wind maps commonly indicate the direction where the wind is coming from, rather than where it is going towards.

In an attempt to more accurately determine the aircraft's in-flight performance, one may consider including the parallel wind speed along the aircraft's heading $v_{w \psi \|}$. When the wind components are decomposed as demonstrated in equation (1), then the wind speed $v_{w \psi \|}$ can be found through:

$$
\begin{equation*}
v_{w \psi \|}=v_{w x} \cos \psi+v_{w y} \sin \psi \tag{3}
\end{equation*}
$$

## III. Effects of Wind on in-Flight performance

Depending on the magnitude and direction of the wind in relation to the aircraft's desired ground path, the presence of wind has an effect on the in-flight performance. In a typical mission considered in this study most in-flight time will be spend during the cruise phase. In the context of path planning optimization it is the cruise phase that is considered most relevant. The remainder of the study shall therefore consider path planning optimization methods and considerations for the cruise phase of fixed-wing unmanned aircraft.

The basis of the optimization methods presented in this paper relies on the trade-off between energy consumption and distance covered. To illustrate; when flying an A-to-B mission with a fixed distance, then the optimization goal considered in this study is to minimize the energy consumption during the execution of this mission. It is therefore required to express the aircraft's energy consumption as a function of distance covered. The power consumption (in Watts) of propellerdriven aircraft is found through [11]:

$$
\begin{equation*}
P_{r}=D v_{a}=\sqrt{\frac{2 W^{3}}{\rho_{\infty} S} \frac{C_{D}^{2}}{C_{L}^{3}}} \tag{4}
\end{equation*}
$$

Where $W$ is the aircraft weight in Newtons, $C_{L}$ and $C_{D}$ are the aircraft's aerodynamic lift and drag coefficients respectively, $\rho_{\infty}$ is the air density in kilograms per cubic meter, and $S$ is the aircraft's effective wing surface in square meter.

The aircraft's in-flight performance can be optimized for different mission scenarios. The best range airspeed is found by flying at the airspeed where the energy consumption per travelled distance is minimized. Considering that:

$$
\begin{equation*}
v_{a}=\sqrt{\frac{2}{\rho_{\infty}}\left(\frac{W}{S}\right) \frac{1}{C_{L}}} \tag{5}
\end{equation*}
$$

Then, when substituting equation (5) in (4) we find:

$$
\begin{equation*}
\left(\frac{P_{r}}{v_{a}}\right)=W\left(\frac{C_{D}}{C_{L}}\right) \tag{6}
\end{equation*}
$$

This expression shows that the condition for maximum range occurs at the airspeed where $C_{L} / C_{D}$ is maximized. However, as this expression relates travelled distance solely to airspeed rather than ground track speed, this does not necessarily hold true in the presence of en-route winds.

The specific energy consumption $S E C$ is defined as the consumed energy per distance travelled. This can be expressed in unit Newtons, Joule per meter, or alternatively Watt-second per meter $(W s / m)$. Here the latter is chosen since manufacturers of battery packs often express the energy capacity in Watt-hour. By plotting the specific energy consumption (obtained from equation 6) as a function of $v_{w}$ and $\psi_{w r}$, the complete effects of wind on the in-flight performance can be visualized. Here $\psi_{w r}$ is the wind direction in relative to the aircraft's course.

In figure 2 A such a plot is illustrated which holds valid for the aerodynamic model of the P31016 unmanned aircraft, flying at a ground velocity of 28.8 meters per second and an altitude of 1500 meters under ISA conditions. The P31016 is the unmanned platform used in the path planning scenario, which is specified further in Section IV.B.

Figure 2 B shows the performance penalty of the presence of wind at the commanded ground speed of 24.0 and 28.8 meters per second, for the arbitrarily chosen $\psi_{w r}$ of 30 degrees. This allows for the resulting air speed to be determined. This figure illustrates that for one given wind speed and direction the maximum range may be obtained by changing the commanded ground speed accordingly. Note that flying at an airspeed of 24.0 meters per second requires less power per unit time compared to flying at 28.8 meters per second. However, as this figure illustrates the energy consumption per unit length is found to be lower when flying at 28.8 meters per second. This is further demonstrated in 2C where the resulting obtainable in-flight range is illustrated for both ground speeds.

Path planning optimization algorithms that are set up so that the cost-function optimization considers the energy consumption as a function of covered ground distance in the presence of wind, will inherently optimize the commanded airspeed to give the best range. In other cases where the cost function algorithm is set up to command the desired airspeed independently of ground speed, methods such as described by [12] can be applied. In [12] it is suggested that the best-range airspeed can be approximated through:

$$
\begin{equation*}
m_{b r}=\left[\frac{2 m_{b r} \pm\left(\frac{v_{w p}}{v_{m d}}\right)}{2 m_{b r} \pm 3\left(\frac{v_{w p}}{v_{m d}}\right)}\right]^{\frac{1}{4}} \tag{7}
\end{equation*}
$$

Here $v_{m d}$ is the minimum drag airspeed, $v_{w p}$ is the wind speed along the commanded heading of the aircraft. By solving for $m_{b r}$ the ratio between the best-range airspeed in the presence of wind, and the airspeed that gives the bestrange without the presence of wind can be found. The symbol $\pm$ indicates a head- or tailwind, where positive values are considered a tailwind.

Missions that requires the longest mission endurance, such as observation missions, ought to optimize the airspeed so that the energy consumption per unit time is minimized. Observing equation (4) it becomes clear that when the air density, aircraft weight, and wing surface are constant, the total energy consumption becomes a sole function of $C_{L}$ and $C_{D}$. The minimum power consumption, and thus the maximum endurance, is found at the $v_{a}$ where $C_{L}^{3} / C_{D}^{2}$ is maximized. Note that the presence of wind does not change the optimum value for $v_{a}$ to achieve the maximum endurance. Similarly, path planning optimization algorithms where the cost-function considers the energy consumption as a function of time will inherently optimize the airspeed to obtain the best endurance.
A. Influence of wind speed and direction on SEC

B. Influence of Wind on SEC (where $v_{g}=\mathrm{C}$ )

C. Influence of Wind on Range (where $v_{g}=\mathrm{C}$ )


Fig. 2. A: Energy consumption of the P31016 per distance travelled as a function of wind speed, and the wind direction relative to the aircraft's course $\psi_{w r}$. B: SEC for different wind speed components, valid for $\psi_{w r}$ of 30 degrees with fixed ground speeds. C: Flight range for different wind speed components, valid for $\psi_{w r}$ of 30 degrees with fixed ground speeds.

## IV. Path-Planning

In this section the path-planning solution with the inclusion of the horizontal wind maps is presented. The results are
shown after describing the optimization problem formulation, the parameters of the aircraft used for this simulation and how the wind map was obtained to perform the wind interpolation.

## A. Optimization Problem Formulation

An area north of Trondheim, Norway, was chosen for this study. The objective of the optimization is to fly from A to B while using as little energy as possible, while taking the wind into consideration. To achieve this the mission waypoints and the airspeed along the path are optimized using the Particle Swarm Optimization technique, through methods as described in the Appendix.

A two-dimensional geometric approach is used in this work, where the optimization variables represent a set of airspeed inputs $V$ and waypoints of the path $W$, with $x$ (North) and $y$ (East) positions in the NED reference frame. The altitude was chosen to be 1,500 meters.

As the positions of the origin $\left[x_{s}, y_{s}\right]$, destination $\left[x_{t}, y_{t}\right]$ and wind vectors $\left[v_{w}, \psi_{w}\right]$ are given in latitude and longitude coordinates, a conversion to the NED frame is needed. Besides, to use the result as an input for an autopilot system, it may be required to convert the waypoints to positions expressed in latitude and longitude. To reduce the error coming from the conversion between frames, the coordinates of the origin of the NED frame are defined as the midpoint between the origin and the destination.

As the path is divided into $V$ velocity steps and $W$ waypoints, the algorithm needs to do an interpolation to discretize the path obtained from the $W$ waypoints into a path with $V$ velocity steps. Therefore, the new path will have $V+1$ new interpolated waypoints, where $\left[x_{1}, y_{1}\right]=\left[x_{s}, y_{s}\right]$ will be the origin of the mission, $\left[x_{V+1}, y_{V+1}\right]=\left[x_{t}, y_{t}\right]$ will be the destination and the other $V-1$ points are resulted from the interpolation.

The cost function $f$ is set in order to evaluate the energy consumption along the path. Therefore, it adds the energy consumption used to travel each $V$ step through:

$$
\begin{equation*}
f=L_{\text {step }} \sum_{n=1}^{V} \frac{P_{r_{n}}}{v_{g s_{n}}} \tag{8}
\end{equation*}
$$

where $P_{r_{n}}$ is the required power (equation (4)) and $v_{g s_{n}}$ is the ground speed in meters per second for the $n$th velocity step. $L_{\text {step }}$ is the length of each discretized step, given by:

$$
\begin{equation*}
L_{\text {step }}=\frac{L}{V} \tag{9}
\end{equation*}
$$

where $L$ is the total length of the path:

$$
\begin{equation*}
L=\sum_{n=1}^{V} \sqrt{\left(x_{n+1}-x_{n}\right)^{2}+\left(y_{n+1}-y_{n}\right)^{2}} \tag{10}
\end{equation*}
$$

The domain $\left(x_{\min }, x_{\max }, y_{\min }, y_{\max }\right)$ has to be defined taking into consideration that the UAS may not deviate too far from the straight line path between the origin and destination. In addition, the airspeed must be optimized within the limits of the aircraft constrains.

To initialize the optimization algorithm, first a straight path from the origin to the destination is generated - with waypoints distributed equally along the path, while the airspeed along the path is set as the airspeed that would give the best range without the presence of wind. This strategy is crucial, as usually the optimal solution will be a deviation from this straight path. If only particles initialized with random positions are used, they might have uncommon waypoints displacement, causing the algorithm to take a long time to find an optimal solution or to get stuck in a local minimum.

The other paths generated for the initialization of the optimization algorithm have the waypoints randomly chosen following the rule that the next waypoint must be closer to the destination than the previous one. The airspeed variables are randomly chosen between the minimum $\left(\boldsymbol{v}_{a_{\text {min }}}\right)$ and maximum ( $\boldsymbol{v}_{a_{\max }}$ ) airspeed. Figure 3 shows an initial guess for the paths.


Fig. 3. 200 paths generated in the initial guess. The yellow square is the origin and the green star is the destination. The red arrows are the wind vectors.

## B. Aircraft Platform

The P31016 (figure 4) is a small battery-powered aircraft that is powered by a 6.0 kilowatt brushless motor, and has a battery capacity of 977 Watt-hour. The propulsion efficiency is assumed constant at $50 \%$ with an ideal electrical discharge pattern. The aircraft has a wing surface of 0.81 square meters and has a typical mission-ready mass of 17.5 kilograms. Its aerodynamic characteristics were determined through a simplified model of the aircraft in the software tool XFLR5. Here it was found that at an altitude of 1,500 meters under ISA conditions the airspeed for maximum range occurs at 28.8 meters per second, while the airspeed for maximum endurance is found at 24.0 meters per second. The aircraft's stall speed with extended flaps is 12 meters per second, while the maximum speed is limited to 38 meters per second.


Fig. 4. P31016 concept battery-powered fixed-wing unmanned aircraft

## C. Wind vector maps

The horizontal wind map used were originally obtained from the Norwegian Meteorological Institute (MET), and provided by the Norwegian Defence Research Establishment (FFI). The wind map contains the amplitude and direction of the wind for each point in the grid at a given altitude. The grid has a resolution of approximately 2.5 kilometers, and the position of the points are given as the latitude and the longitude. Figure 5 illustrates a section of the wind map used.


Fig. 5. Part of the wind map used. The arrows show the amplitude and direction of the wind for each point in the grid.

In order to obtain wind data in between the grid points in the wind map, the wind data needs to be interpolated. Nearest neighbor interpolation could be used for fast interpolation, and could provide sufficient accuracy for a smooth wind field. However, the discontinuity of nearest neighbor interpolation or abrupt wind changes could cause significant errors. In order to improve this, biharmonic spline interpolation [13] is used. Biharmonic spline interpolation has the benefits of creating a smooth surface (has minimum curvature) and passes through each data point. To obtain a sufficiently low computation time, the 16 surrounding grid points (the smallest and second smallest squares, each containing unique
grid points, and enclosing the point to be interpolated) are selected as the data points for calculating the interpolation function.

## D. Results

The parameters chosen to set the optimization algorithm are shown in Table I. Figure 6 shows the optimized path (black dots) for the mission where the objective is to fly from the yellow square (origin) to the green star (destination). The algorithm has optimized the position of the five waypoints (blue dots) and the airspeed at each $V$-step. The resulted optimized airspeed is shown in figure 7. In this mission the total energy consumption calculated for the straight line path, when flying at the no-wind best-range airspeed of 28.8 meters per second, was 691 Watt-hour. The total energy consumption of the optimized path was 662 Watt-hour. This is a saving of $4.2 \%$ of consumed energy. This is despite the fact that the optimized path is 3.6 kilometers longer than the straight path. An overview of the results of the flight time, path length and energy consumption as a comparison between the straight path and the optimized path are shown in Table II.

TABLE I
LIST OF PARAMETERS

| Name | Value |
| :--- | :--- |
| Iterations | 200 |
| Particles | 200 |
| Waypoints $(W)$ | 5 |
| $V$ | 50 |
| Particle Size | 55 |
| Particle velocity constraint | $0.1 \times$ Domain |
| $w_{\text {ini }}$ | 1.0 |
| $w_{\text {fin }}$ | 0.1 |
| $x_{\min }$ | $x_{s}-L_{\min } / 3$ |
| $x_{\max }$ | $x_{t}+L_{\min } / 3$ |
| $y_{\min }$ | $y_{s}-L_{\min } / 3$ |
| $y_{\max }$ | $y_{t}+L_{\min } / 3$ |
| $v_{a_{\min }}$ | $18 \mathrm{~m} / \mathrm{s}$ |
| $v_{a_{\max }}$ | $38 \mathrm{~m} / \mathrm{s}$ |

TABLE II
Simulation Results

|  | Straight Path | Optimized Path |
| :--- | :--- | :--- |
| Length | 141.8 km | 145.4 km |
| Time | 1 h 37 min | 1 h 29 min |
| Consumed energy | 691 Wh | 662 Wh |

## V. DISCUSSION AND FUTURE WORK

The wind maps used in this study represents the wind information obtained through meteorological wind models. As the current wind map is only valid for that moment in time, for longer flights it may prove useful to include forecast wind maps valid for future time windows. Moreover, in-situ path planning may be complemented with real-time wind field estimations through methods such as described in [8]


Fig. 6. Final path - Accounting for en-route winds


Fig. 7. Optimized commanded airspeed along the route
and [14]. In the submitted work described in [15] a realtime field estimation method is described utilizing a moving horizon estimator, which may be used to identify both steady and turbulent wind velocities.

The simulation results presented in this paper are valid for one chosen scenario. Depending on the local wind field and aerodynamic characteristics of the aircraft the obtainable savings may be higher or lower for other scenarios. The authors consider it to be warranted to extend this research in the future with more varied scenarios, while having a validated aerodynamic model and propulsion efficiency model of the used aircraft. Finally, the accuracy of the simulation results are as always limited by the accuracy of the input parameters, which to a large extend include the predicted wind field model. As horizontal wind maps do not specify vertical wind components, these effects are not included. It is therefore warranted that in a future research the proposed
model is verified through field tests. This is done preferably for a variety of mission scenarios with a different wind field, altitude and terrain.
In a future work the authors intend to complement the proposed method with the ability to include horizontal wind maps of different altitudes, and thereby effectively creating a quasi-three-dimensional wind field. This allows for en-route adjustment of the cruise altitude which has the potential to further increase the obtained flight efficiency.

## VI. Conclusion

In this study a method was presented for the inclusion of horizontal wind maps into a path planning optimization algorithm. An aircraft performance model is presented that incorporates the effects of wind on the in-flight energy consumption, in relation to the airspeed and the resulting ground speed. It is demonstrated that in the presence of wind the best-range airspeed is no longer found at the airspeed associated with $\left(C_{L} / C_{D}\right)_{\max }$, thus en-route airspeed optimization is warranted. It is described that when the goal is to maximize the flight range, an optimization algorithm which is set up to optimize the commanded airspeed in order to minimize the energy consumption as a function of ground distance covered, will inherently command the optimal course and airspeed in the presence of wind.

A simulation was performed where a particle swarm optimization method was utilized to determine the windoptimized flight path, where an in-situ forecast 2D wind field was incorporated. The performed simulation shows that when comparing the wind-optimized flight path to the straight path, the length increased with 3.6 kilometers to a total of 145.4 kilometers. However, the flight time was reduced by eight minutes and the total consumed energy was reduced by $4.2 \%$. These simulation results are valid for the chosen scenario utilizing the P31016 unmanned aircraft. In future work it should be particularly interesting to simulate a more diverse wind field. In addition it is warranted to validate the proposed model through field experiments.
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## ApPENDIX <br> Particle Swarm Optimization

Particle Swarm Optimization (PSO) [10] is a technique that uses a population of solutions that explores the hyperspace of a problem at a defined speed, which is adjusted according to
the best individual historical solution $p_{\text {best }}$, and with the best historical global solution $g_{\text {best }}$. This evaluation is performed by calculating the cost function (equation 8). Calculating the cost function according to the position of the particle makes it possible to identify whether the new position is better than that previously occupied by the particle. Thus, at each iteration a new velocity, i.e., the movement in the domain space, is adjusted as a function of $p_{\text {best }}$ and $g_{\text {best }}$. This is done so that each particle explores the hyperspace optimally, as it takes into consideration the historical performance of the population. This procedure is illustrated in figure 8 . Through this method the movement of each particle is considered to naturally evolve into the optimal (solution) position.


Fig. 8. Behavior of two particles in an arbitrary two-dimensional space
This technique is notable for its simplicity as the behavior of each particle, and therefore the set of presumed solutions, is defined by only two iterative equations. These determine the position $x_{i}^{n}$ and velocity $v_{i}^{n}$ of the particle $i$ at time $n$, resulting in:

$$
\begin{gather*}
v_{i}^{(n+1)}=v_{i}^{n}+c_{1} r_{1}\left(p_{\text {best }_{i}}{ }^{n}-x_{i}^{n}\right)  \tag{11}\\
+c_{2} r_{2}\left(g_{\text {best }_{g}}{ }^{n}-x_{i}^{n}\right) \\
x_{i}^{(n+1)}=x_{i}^{n}+v_{i}^{(n+1)} \tag{12}
\end{gather*}
$$

where $c_{1}$ and $c_{2}$ are called acceleration coefficients, which are related to the local and global portion, respectively; and with $r_{1}$ and $r_{2}$ representing the stochastic factor of these accelerations. These are usually chosen as a uniformly distributed random value between 0 and 1 .

The PSO algorithm corresponds to the pseudocode shown in Algorithm 1:

Several authors proposed modifications to the basic algorithm. In this study two small modifications proposed by the original creators of the algorithm are adopted; position and velocity boundary constraints as described in [16], and linear inertia weight as described in [17].

The PSO algorithm evolves by updating the particle position for each iteration in relation to the velocity vector. Such updates have stochastic gains, where it is undesirable that the particles move uncontrollably. A particle that has a high velocity in relation to the total domain size, may eventually

```
Algorithm 1 PSO
    Initialize a swarm with random positions and velocities
    while Stop criteria is not satisfied do
        for Each particle \(i\) do
            Calculate the new velocity
            Update the position
            Evaluate the cost function \(f\left(x_{i}\right)\)
            if \(f\left(x_{i}\right)<f\left(p_{\text {best }_{i}}\right)\) then
                \(p_{\text {best } i} \leftarrow x_{i}\)
            end if
            if \(f\left(x_{i}\right)<f\left(g_{\text {best }_{g}}\right)\) then
                \(g_{\text {best }}{ } \leftarrow x_{i}\)
            end if
        end for
    end while
```

jump to a distant point inside the domain. This results in the particle no longer performing a minutely search for the optimum. To avoid this problem, the concept of position and velocity constraints was developed.

Another fundamental strategy is to limit the search domain in relation to the optimization problem in question. To prevent the particle from exploring distant regions away from the region that has the optimal solution, or to prevent from bringing solutions outside the problem domain.

Here the basic idea is to avoid for the particle to leave the domain where the optimal solution resides.

The constraints can be implemented through:

$$
v_{i}= \begin{cases}V_{\max } & \text { if } v_{i}>V_{\max }  \tag{13}\\ -V_{\max } & \text { if } v_{i}<-V_{\max } \\ v_{i} & \text { otherwise }\end{cases}
$$

The following conditions are added to the algorithm:

$$
x_{i}= \begin{cases}X_{\max } & \text { if } x_{i}>X_{\max }  \tag{14}\\ X_{\min } & \text { if } x_{i}<X_{\min } \\ x_{i} & \text { otherwise }\end{cases}
$$

The final modification is to permit a better control of the search domain. The inertia weight, indicated in the following equation as $w^{n}$, is applied to the current velocity $v_{i}^{n}$, during the process of calculating the new velocity of the particle:

$$
\begin{align*}
v_{i}^{(n+1)}= & w^{n} v_{i}^{n}+c_{1} r_{1}\left(p_{\text {best }_{i}}{ }^{n}-x_{i}^{n}\right)  \tag{15}\\
& +c_{2} r_{2}\left(g_{\text {best }_{g}}{ }^{n}-x_{i}^{n}\right)
\end{align*}
$$

When a constant value is chosen for the inertia weight, high values imply high velocities, which can make the particle to traverse the entire search domain more quickly; while low values slow down, limiting the search domain of the particle to its neighborhood. Initially, a constant value was proposed for the inertia weight. However, proposals of dynamic values that varied linearly appeared later.

In this specific case the consensus is that initially it is more convenient for the particle to have a global search power,
and only afterwards perform a more local exploration. In the linear inertia weight, if $N$ is the maximum number of iterations, nd $w_{i n i}$ and $w_{f i n}$ are the values of the initial and final inertia weight, the inertia weight for the iteration n is determined by:

$$
\begin{equation*}
w^{n}=\left(w_{i n i}-w_{f i n}\right) \frac{(N-n)}{N}+w_{f i n} \tag{16}
\end{equation*}
$$
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