1900
TONS

PER DAY OF LOW-PRESSURE AMMONIA...

Hard to believe? Then wait till we tell you about the
other benefits you get with Foster Wheeler’s unique
single - train plant.

The front end’s like a high-pressure ammonia plant.
There’s Foster Wheeler’s exclusive Terrace-Wall, ra-
diant-heat reforming furnace...and a purification sys-
tem that removes every bit of carbon monoxide and
carbon dioxide. But the back end’s like no other. Its
simplicity is ingenious.

Large capacity centrifugal compressors deliver the
low-pressure synthesis gas to a simple catalyst-con-
taining converter. All heat recovery coils are outside
the converter, facilitating fast turn around. Mainte-
nance costs are also reduced.
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...FROM A SINGLE TRAIN

The heat recovery system itself acts as a flywheel.
This makes it possible to interlock all process compo-
nents closely. Turndown and operating characteristics
are considerably improved. And the utility costs aré
the lowest of any existing ammonia plant.

If you need more convincing, ask your Foster
Wheeler man to show you all the facts and figures.

Ammonia plant design is only one area where you
can take advantage of Foster Wheeler know-how-
Watch for news about FW experience in paraxylene
synthetic rubber, hydrogen and lube oil plants.
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Consider the interaction of controller settings to ge

'CONTROLLERS
SET THEM RIGHT

t z‘hé best control Sj/Sfé/N

A controller is a special purpose analog computer within a
control loop. How it works and how it is adjusted should

get special attention if proper control is to be achieved

Paul W. Murrill and Cecil L. Smith, Louisiana State University, Baton Rouge, La.

L FEEDBAGK CONTROLLERS can be applied to almost all hydrocarbon
to give proper dynamic characteristics. However, one main
difficulty is encountered in tuning controllers to produce the desired results. Five
methods are presented here to facilitate controller tuning. These are followed by
a consideration of controller operating principles.

Although the tuning methods attempt to give the optimum combination of settings
for a controller, the answers will vary. Some of the methods are easy to use, while
some require time and effort to understand and apply. Generally, the accuracy of
the answers is proportional to the time spent, and the user must decide if he wishes
to make the additional effort to obtain the increased accuracy. Nevertheless, the
controller will be tuned closer to its optimum combination of settings in much less
time by any of these techniques than by the hit-or-miss procedures which often are
used.

To tune controllers it is essential that the engineer understand the basis of the
technique he is using. To this end, the assumptions and underlying principles of each
method are covered, along with a discussion of the operation of the more common
types of industrial controllers. This last aspect is particularly important because the
characteristics of the controller will have pronounced effects on the control obtained.
Pneumatic controllers are considered in detail in order to illustrate their operating

CONVENTIONA
processing techniques
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CONTROLLERS . . .

characteristics, and the observed operating principles are
extended to include electronic devices and fluid amplifiers.

In this article, emphasis is placed on those methods
that can be easily used by a person unfamiliar with con-

trol theory. For this reason, methods based on freq‘lenc
response techniques are omitted, although an excelleng
discussion can be found in the literature.® Since it is de
sired that those unfamiliar with control theory be 1
to use the techniques presented, a review of tuning crj
is probably an appropriate beginning.

able
teria

Criteria for Adjusting Controllers

Perhaps the first problem encountered in tuning con-
trollers is to define what is “good” control, and this,
unfortunately, differs from process to process. The most
common criterion is to adjust the controller so that the
system’s response curve has an amplitude ratio or decay
ratio of 1:4, ie., the ratio of the overshoot of the
second peak compared to the overshoot of the first peak
is 1 to 4 as shown in Figure 1.

There is no direct mathematical justification for re-
quiring a decay ratio of 1:4. It is a compromise between
a rapid initial response and a short line-out time. In
many cases, this is not sufficient to specify a unique com-
bination of controller settings. There may be an infinite

2.0

b
[
£ 1.0 LN
o
a:b=1:4
00

TIME

Fig. 1—There can be many controller settings which will yield
a decay ratio of 1:4.
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Fig. 2—The term controller will be used to denote only the
analog computer element of the control loop.

number of settings that yield a decay ratio of 1:4. In
such situations, it is often helpful to require that eithep
the steady state offset (difference between actual output
and the set point) or the control area (time integra] of
the output minus the set point) be minimized.

MODES OF CONTROL

The control loop in Figure 2 is the main object of
attention. The set point 7 is compared to the value of the
controlled variable ¢ which is the feedback variable. As 4
result of this comparison, an error signal e is generated,
which the various modes in the controller use to gen-
erate the controller output m.

In an industrial instrument, the comparator and an
“analog computer” containing the various types of con-
trol are housed usually within the same casing. However,
it is more convenient when using block diagrams to use
the term “controller” to denote only the analog elements
devoted to the types of control—and not the entire in-
strument case. The various types of control are called
“modes,” and they determine the type of response ob-
tained. Thus, they form the heart of the controller.

The output m of the controller in Figure 2 is com-
bined with a disturbance signal g before being applied
to the process. In most processes there are several dis-
turbances, each of which can enter the process at a dif-
ferent point. Since it is not known how many disturbances
exist nor where they enter the process, it is convenient
to lump them together and show them entering the proc-
ess along with the control signal.

The response to a change in the disturbance signal is
different from the response to the same change in the
set point. Furthermore, the damping ratios of these two
responses are often different, but the difference is usually
not too large. These points are mentioned primarily to
acquaint the reader with some of the assumptions neces-
sary to develop methods for obtaining controller settings.

Before discussing various methods to tune controllers,
an understanding of the equations describing a controller
and definitions of the various terms to describe the modes
are necessary. In this article, only “throttling” controllers
are considered; i.e., controllers whose output can Vary
continuously from the minimum value of the output
signal to its maximum value. Although there is a larg®
number of on-off (bang-bang) controllers in use, they
are not discussed. Even though three different modes
are common in throttling controllers, there is a variety ©
terms used to describe each.

Proportional. In describing the proportional mode, the
setting can be prescribed in at least three ways. E}e;f
trical engineers typically prefer to specify the “gail

the proportional mode, although process engineers like the
term “sensitivity.” In reality, the meanings are identical.
However, the calibration in the controller is usually in
proportional band (once called throttling range) ex-
ressed in percent. This is related to the controller gain
or sensitivity by the following relationship.

Proportional (100) (output range of controller)

Band " (Controller gain) (span of controller chart)

(1)
The equation describing the proportional mode is

m, =K e (2)

In this equation, m, is the output of the proportional
mode only. Thus, the output of this mode is directly
proportional to the error signal e, ie., the difference
petween the set point r and the value of the controlled
variable c.

Resef. Generally, there is one main shortcoming to a
controller with proportional mode only. The value of
the output ¢ may be different from the set point r even
at steady state. This difference is called offset and is
inversely proportional to the gain or sensitivity of the
controller. To eliminate this shortcoming, an additional
mode, called the reset or integral mode, is added. This
mode acts to adjust the output ¢ so that it equals r at
steady state; i.e., it “resets” the value of the output—
hence the origin of one of the terms: reset. To do this,
the output of the reset mode is a constant multiplied by
the time integral of the error signal; hence, the origin
of the other term: integral. The equation for the output
of this mode is

m, = (K,/T,) fedt = (K/T,p) e= (K,/p) e  (3)

The reader is referred to an accompanying box for a
discussion of the differential operator .

In the construction of an industrial controller, it is
convenient to have each mode multiplied by the gain K.
of the proportional mode. Thus, when the reset adjust-
ment is varied, the term T',, the reset time, in the fore-
going equation is varied. The unit of T, is typically
minutes, and it is the number of minutes required for
the reset output to duplicate the proportional output for
a constant error signal as shown in Figure 3.

In some controllers the reset adjustment is the reset
rate, which is the reciprocal of the reset time. Further-
more, it is possible, although not common, to control
a process using a controller with only a reset mode, called
floating control. Since there is no proportional mode, the
term K, does not exist. Thus, it is necessary to define
a gain K, for this type of controller.

Derivative (Rate). Similarly, several terms also apply
to a third mode, which is commonly called either pre-act,
derivative, or rate action. Each of these terms are de-
Scriptive of the mode whose output is given by the follow-
Ing equation.

mg=K,Tyde/dt =K,T;pe (4)

Since the output mg of this mode is proportional to
the derivative of the error signal, the term derivative
mode is used. The derivative is a measure of the rate of
thange of the error signal, and thus the term rate action.

ft——— [T] —»=

INPUT

PROPORTIONAL RESPONSE

K.E

SLOPE= ™

RESET RESPONSE

PROPORTIONAL PLUS RESET
RESPONSE

Fig. 3—Reset time is the time required for the reset output
to duplicate the proportional output.

This mode gives the “impression” that it ‘“‘anticipates”
changes, and thus the term pre-act. Note that the pro-
portional gain K, is multiplied by the output of the
derivative mode. The adjustment of the derivative mode
is typically the “derivative time” in minutes. To define
this term, consider the output of the proportional and
derivative modes in Figure 4 to a steady increase in the
error signal. The derivative time is the time required for
the output of the proportional mode to duplicate that
of the derivative mode and it is a direct measure of the
amount of “anticipation” given to e.
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I < HO ' .
3 W SETTINGS ARE DETERMINED To use the ultimate gain and the ultimate period to
b Techniques for adjusting controllers generally fa]] ; obtain controller settmgs,.ngler and Nichols correlatet.:l, The differential operator shortens
one of twe classes, First, thers ‘ate a few methods LINNE the case of the proportional controllers, the decay ratio mathematical expressions . . .
| upon values determined from the closed loo aseq obtal.ned vs. the gain in tht'% controller expressed as 2 . . L
i of the system. i ith P Trespong fraction of the ultimate gain. After doing this for a To show a change in a variable, Y, with time, £, aSyilg
l y , i.e., with the controller on “automay 3 : ° . bol, p, can be defined so that
Second, a variety of methods are based u Matic » yariety of processes they concluded that a value of gain i
s dutermined Eroen Whs opan lsop responsepon variahles § equal to one half the ultimate gain would give a decay 2L :
= C 3 3
monly called the process reaction curve. Inur&’sei’n com. § ratio of 1:4;1e. Thus p=d/dt
open loop methods, the controller does not even hg the K,=058, (6) and is called a differential operator. It is used to shorten
be installed before the settings can be determined ave tg ) ) rglathematxqal expressions. For example, the second deriva-
INPUT ed. By analogous procedures, the following equations Wwere tive of ¥ is:
I : found to give good settings for more complex controllers: 42Y/dt2 = p2Y
" Clos :
ed Loop Methods. In this category are two co . It can be shtiiias et
mon methods, one originally proposed by Ziegler i Proportional plus reset: (¥ di = (1/p)Y
I Nichols? and a second, called the damped oscillatzfnCl K,=045S (7) ‘
method.® Probably the first method mropesed e }[En ¢ ; i and S Xidie — (1/p2)Y
so.-called_ ultimate” method submitted by Ziegler ang T, =Py/12 (8) The differential operator follows the distributive law for
“ Nl'chols in 1942. The term “ultimate” was attached . o multiplication:
this method because determination of the ultimate vaFo Proportlonal plus derivative': pIXLY) =pX | Y
or sensitivity and ultimate period are requir d S K =068 9 The operator follows the commutative law for multiplica-
; PROPORTIONAL RESPONSE ote SEntititis, Sy dn the maximus owable ot o : , o o b S
‘ gain (for a controller with only a proportional moed(?)f =Tl o G s oife )
' for which the system is stable. - . - where a and b are constants.
To determitne the wifimed . ) Three Modes (Proportional plus reset plus derivative):
. - ate gain and the ultimate The operator also follows the law of exponents:
T period, the gain of the controller (with all reset and K,=065, (11D prpmy = pr+m/Y
,. K.T.E derivative action tuned out) is adjusted until the
g c.d cycles continuously. To do this the followi process T,=05P, (12) where n and m are positive real numbers. The operator
} ) > ollowing steps are follows, in general, all algebraic laws except it does not
‘: ) recommended: T,=P,/8 (13) follows cancellation since
i A 5 ¥ . . e frooet
1 DERIVATIV 1. Tune all reset and derivative action out of the con Again, it should be noted that the foregoing equations . o (P?[f(t)] Ip[f(t)].dt i +.Cl .
E RESPONSE troller, leaving only the proportional des i ] were found empirically to give good settings for most Simple cancellation would haye given f(t) which is only
‘ T =0 prop al mode; 1e., set : . . true if the initial conditions yield C. — O. This particular
i ;=0and T, = co. processes. Thus, exceptions inherently exist. An example problem concerning cancellation .. i e
! using this technique follows: (éver, becbause the description of physical problems seldom
itk 9. Place the controller on aut s rings about this situation.
e utomatic, if not so already. Example: For a temperature control system whose ulti-
| 3. With the gain at some arbitrary value. i méLte; sensitivity Sulls 0.4 _ps1/ °C and ultnpate penod is
| upset on the process and observe th Y > ngose an 9 minutes, determine settings for proportional, propor-
, e response. : : ot : : .
il =T method for imposing the upset is to mosentslie sel;le )e;fls}; tional plus reset, proportional plus derivative, and thr(?e to those used in the «yltimate” method, until a response
for a few second : . . PO mode controllers so that the response has a decay ratio  curve with a decay ratio of 1:4 is obtained. However, it
S s, and then return it to its original value. £ : Y .
| // of 1:4. is necessary to note only the period, P, of the response.
H . . . .
| V/ 4-. If the response curve in Step 3 does not damp out Proportional: Using Equation (6), Wlfthnthls'value, the reset and derivative e S
(.?Ls in the unstable curve of Figure 5), the gain is too " . ) a3 JoHowE
PROPORTIONAL P h1gh' (proportional band setting too low). Thus the pro- K,=058,= (0.5) (0.4 psi/® C) = 0.2 psi/® G T,=P/6 (14)
i o LUS DERIVATIVE portional band setting is increased, and Step 3Jrepeated. . : : Ty=PF/1.5 18)
i SPONSE Proportional plus reset: Using Equations (7) and (8), a=P/1 (
i 5. If the response curve in Step 3 damps out (as in K —0458, = (0.45) (0.4 psi/® C) —0.18 psi/° C After setting these modes, the gain is again adjusted
' the stabl f i 5) hp 3 ( ‘ " 1 : ith gd do of 1J4 i
5 e curve of Figure J), the gain is too low (pro- _ o : _ ; until a response CuIrve with a decay ratio o a8
portional band is too high). Thus, the proportional band Ty Bl Ll =2 minutes/1.2 = 1.67 minutes obtained.
Example: Suppose a Process controlled presently by 2

Fig. 4—Derivative i
- 4— response is added to compensate fo
change in error signal with time. P e

COII'nbmed. For a three term controller, the total output
m is the sum of the outputs from each mode; namely
5

m=K, [14 (1/T,p) + Tyqp] ¢ (5)

Unfo.rtunately, ‘this is an oversimplification. The equation
describes an “ideal” controller; ie., a controller with
perfect gain, perfect reset, and perfect derivative modes
Th'e modes are not independent of each other ie.,
adjl%s.tmg T,, for example, usually affects K. and 7;} In
add1t1or?, there is often a time lag associated with.the
progortlonal mode, as well as similar effects in the other
modes.
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setting is decreased, and Step 3 repeated.

6. When a response similar to the continuous-cycling
curve of Figure 5 is obtained, the values of the propor-
tional band setting and the period of the response are
noted.

. In reality, there are a few exceptions to Steps 4 and 5;
i.e., decreasing the gain makes the process more unstable:
Ip these cases, the “ultimate” method will probably not
give good settings. Usually in cases of this type the
system is stable at high and low values of the gain, ut
unstable at intermediate values. Thus, the ultimate gail
for systems of this type is defined slightly differently. +°
use this method, the lower value of the ultimate gain is
sogght ; i.e., this method applies only when increasing the
gain decreases the stability, which is the usual case-

HYDROCARBON ProceSSING

Proportional plus derivative: Using Equations (9) and

(10).
K,=06S,=(0.6)(0-4 psi/° C) = 0.24 psi/° C

T;= P,/8 = (2 min.) /8 = 0.25 minutes

Three modes: Using Equations (11) through (13),
K, =065, = (0.6)(04psi/* C=0.24 psi/° C
T, =05 P, = (0.5) (2 minutes) = 1.0 minutes
T,=P,/8 = (2 min.)/8 = 0.25 minutes

A slight modification of the above procedure has also
been proposed.? For some processes it is not feasible to
allow sustained oscillations, and thus the “ultimate”
method cannot be used. In this method, the gain (pro-
portional control only) is adjusted, using steps analogous

February 1966, Vol. 45, No. 2

roller has a response whose period 18
is 1:4. If reset and rate

to the controller, what

proportional cont
3 minutes when the decay ratio
(derivative) action are added
settings would be recommended?

Reset mode: Using Equation (14),
T,=P/6= 3 minutes/6 = 0.5 minutes

Derivative mode: Equation (15) indicates
T,=P/1.5= 3 minutes/1.5 = 2 minutes
In general, there are two obvious disadvantages of
these methods. First, both are essentially trial and error,

since several values of gain must be tested before the
ultimate gain, or the gain to give a 1:4 decay ratio, i
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Fig. 5—The “ultimate method” determines the settings which
will give continuous cycling without being unstable.

determined. To make one test especially at values of
gain near the ultimate gain, it is necessary to wait for
the completion of several oscillations before it can be
determined whether the trial value of gain is the ulti-
mate gain. Second, while one loop is being tested in
this manner, its output may affect several other loops,
thus possibly upsetting an entire plant. While all meth-
ods require that some change be made in the control
loop, some techniques require only one test, not several
as in the above methods.

Open Loop Methods. In contrast to the closed loop
methods, the open loop methods require that only one
upset be imposed on the process. Actually the controller
is not in the loop when the process is tested. Thus, these
methods seek to characterize the process, and then de-
termine controller settings from the process characteristics.
In general, it is not possible to completely analyze a
typical process; hence, approximation techniques are em-
ployed. Most of these techniques apply to the process
reaction curve, which is simply the response of the process
to a unit step change in the manipulated variable; i.e.,
the output of the controller. To determine the process
reaction curve, the following steps are recommended:

1. Let the system come to steady state

110

2. Place the controller on manual operation s

Le.,
move it from automatic operation.

3. Manually set the output of the controller at the

value at which it was operating automatically.

4. Allow the system to reach steady state.

5. With the controller still in manual operation,
pose a step change in the output of the controller;
air to valve.

im-
e.g.

6. Record the response of the controlled variable,
Although the response is usually being recorded by the
controller itself, it is often desirable to have a supple.-
mentary recorder or a faster chart drive for the existing
controller to insure greater accuracy.

7. Return the controller output to its previous value,
and return the controller to automatic operation.

A typical curve resulting from the above procedure i
shown in Figure 6. It is undoubtedly easier to obtain
the process reaction curve than to obtain the ultimate
gain, which is in turn faster than the frequency response
methods.

Most open loop methods are based on approximating
the process reaction curve by a simpler system, and sev-
eral techniques®® are available for doing this. By far the
most common approximation is that of a pure time
delay plus a first order lag.

The main reason for the popularity of this method is
that a real time delay of any duration can only be
represented by a pure time delay; i.e., there is no ade-
quate approximation. Although it is theoretically possible
to use systems of higher than first order in conjunction
with a pure time delay, the approximations are difficult
to obtain with accuracy for higher systems. Thus, the
general system is approximated by a system with a pure
time delay plus a first order lag. This approximation is
easy to obtain, and is sufficiently accurate for most pur-
poses.

The procedure for approximating the process reaction
curve by a first order lag plus time delay is illustrated.
The first step is to draw a straight line tangent to the
process reaction curve at its point of maximum rate of
ascent as shown in Figure 6. Although this is easy in
principle, it is quite difficult to do in practice. This is
one of the main difficulties in this procedure, and con-
siderable error can be introduced at this point. The slope
of this line is termed the reaction rate, R,, and the time
at which this line intersects the initial condition from
which the process reaction curve originates is the time
delay, L,. In Figure 6, the determination of these values
for a 1.0 psi change in the controller output to a tem-
perature control process is illustrated.

If a different change in controller output were used;
the value of L, would not change significantly. However,
the value of R, is essentially directly proportional to the
magnitude of the change in controller output; i.e., if 2
2 psi change in output were used instead of 1 psi, the
value of R, would be approximately twice as large. For
this reason, the value of R, used in the equations Py
sented later must be the value that would be obtained
for a 1 psi change in controller output. In addition, the
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Fig. 6—This response curve is for a step change of 1 psi in
output for a controller of a temperature control loop.

value of K, the process gain, must be determined, and
is defined as follows:

final steady state change in controlled variable (16)

change in controller output

One of the first methods using the process r?actlor;
curve was also originally proposed by Ziegler and NlCl:lOlS.
To use this method only R, and L, must be. determined.
Using these parameters, the following equations are used
to predict controller settings:

Proportional only:
K,=1/L,R, (17)

Proportional plus reset:

K,=09/R,L, (18)
T,=333L, (19)
Three modes:
K,=12/RL, (20)
T,=20L, (21)
T,=05L, (22)

Use of these equations is illustrated by the following ex-
ample:

Example: For the process reaction curve in Figure 6,
use the Ziegler-Nichols method to estimate controller
settings for a 1:4 decay ratio for proportional, propor-
tional plus reset, and three mode controllers.

From Figure 6,
L,=0.55 min
Rqu —9° C/p,si
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Fig. 7—The actual response of Figure 6 is approximated by
finding the values which will satisfy Equation (32).
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Fig. 8—The constants for proportional control and the fre-
quency of the response can be determined from these curves.

Proportional only:
By Equation (17), .
K,=1/RL,= 1/(9° C/psi) = 0.111 psi/® C
Proportional plus reset:
By Equations (18) and (19),
K,=0.9/R,L, =0.9/(9° C/psi) = 0.1 psi/* C
T,—=3.33 L, = (3.33) (0.55 min) = 1.83 min
Three modes:
By Equations (20) through (22),

111
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K,=12/R,L,=1.2/(9° C/psi) = 0.133 psi/* C
T,=20L, = (2.0)(0.55 min) = 1.10 min

T,=05L,=(0.5) (0.55 min) = 0.275 min

In developing the above equations, Ziegler and Nichols
considered processes that were not “self-regulating.” To
illustrate, consider level control of a tank with a constant
rate of liquid removal, initially operating such that the
level is constant. If a step change is made in the inlet
valve opening, the level in the tank would rise until it
overflows. This process is not “self-regulating.” On the
other hand, if the outlet valve opening and outlet pres-
sure are constant, the rate of liquid removal increases
as the liquid level increases. Hence in this case, the level
in the tank will rise to some new position, but would
not increase indefinitely. Thus, the system is self-regulat-
ing. To include this phenomenon, Cohen and Coon® in-
troduced an index of self regulation, p, defined as

l":R.,-LT/K (23)

For processes originally considered by Ziegler and Nichols,
p = 0; ie., no self regulation. To account for variation
in p, Cohen and Coon suggest the following equations.

6.0

Proportional control:
K,=[1+4 (#/3)1/R,L, (24)
Proportional plus reset control:
K,=09 [1+ (s/11)1/R,L, (25)
T,=333L, [1+ (w11)1/[1+ (11 4/5)] (26)
Proportional plus derivative:
K,=12[1+ (#/8)]/R,L, (27)

T,=027L,[1— (w3)1/I1+ (u/8)] (o

Three modes:

K,=1.35[1 + (#/5)]1/R,L, (29)
T,=25L,[14 (#/5)1/[14 (3u/5)] (30)
T,=037L,/[1+ (#/5)] (31)

Since these equations contain an additional parameter,
they should be more accurate than those originally pro:
posed by Ziegler and Nichols. An example of this method
is illustrated below.

Example: Determine optimum settings for proportional,
proportional plus reset, proportional plus derivative, and
three term controllers for the process whose reaction curve
is given in Figure 6.

5.0
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Fig. 9—The constants for reset control and the fre-
quency of the response is obtained from these curves.

HYDROCARBON ProcESSING

200.0 =

=1 q>° o o

8 c; 90/1 < o
o

[T 0.0!

100.0 ==== ===—=- 1;:; s=======12 = =
== ======—__il== =
0.02
500 E ————r E SS=s=-==-c=cc = =
== === = 003 =
=0.04
0.05
200 0.07
0.1
x |00E= e = :
* ESSSS===-CSC =0.15=== =
02 =
5.0 =t = = =
= 03 ==
04 =
=05
2.0 07
10
1.0 |5
: 20
O'500 0.l 0.2 0.3 04 0.5
' K KTg/=

Fig. 10—The constants for 2 proportional plus

derivative controller are rea

L. = 0.55 minutes
R,L,= 9° C/psi
K = 20° C/psi
= (9° i °'q/psi) = 0.45
p,:RTLT/K = (9 C/psi)/ (20 /psi)

Proportional Controller:
Using Equation (24),

K. —[1+ (&/3)V/RL,= 1.15/(9° C/psi) = 0.128 psi/° C

Proportional plus reset:

Using Equations (25) and (26),
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d from these curves.

K, =091+ (w/11)1/R,L, = (09) (1.04)/(9.0° C/psi)

—0.104 psi/°® G
T,=333L, 1+ (w1 1/1L+ (11p/5]
— (3.33) (0.55 min) (1.04)/(1.99) = 0.956 minutes

Proportional plus derivative:
Using Equations (27) and (28),
K,=12[1+ (u/8)1/R, L, = (1.2) (1.056)/(9 °C/psi)
c —0.141 psi/® G
T,=027L, 11— (#/3)1/11 + /8]
— (0.27)(0.55 min) (0.85)/(1.056) = 0120 minutes

113

e e

e

=

e




CONTROLLERS . . .

These methods tune controllers faster than the more Qf,’d hit-or-miss methods

10.0
5 K
50— +————F >+ HT
POINT A:
\ KK = 5.25

0,/ =0.15
Js

2.0 /

7
4
7 POINT B:
4 KcK =2.46
Bo/7=0.26

0.5

ol

/ KcKTd/Tt=0 :
K KT/T, =7.0 POt % 5.345
o | Bo/7 =0.03
700 0.l 0.2 03
G0/t

Fig. 11—A typical contour for a proportional plus reset con-
troller with time response at various points shown at the right.

Three modes:
Using Equations (29) through (31),
K,=135[1+ (u/5)1/R,L, = (1.35)(1.09)/(9° C/psi)
= 0.163 psi/°C
T,=25L,[1+4 (#/5)]/[1+ (3u/5)]
— (2.5) (0.55 min) (1.09) /(1.27) = 1.18 minutes
T,;=0.37L/[1+ (u/5)] = (0.37) (0.55 min) /(1.09)

— 0.187 minutes

In addition to the above equations, Cohen and Coon®
also presented graphs from which many possible combina-
tions of settings to give a decay ratio of 1:4 can be
obtained. However, the 1:4 decay ratio used in con-
structing the graphs was only for the dominant term in
the complex numerical expression for the actual response.
It was assumed that the decay ratio of the dominant
term was approximately equal to the decay ratio of the
actual response. Although this assumption is valid in
most cases, there are numerous exceptions, and it is prac-
tically impossible to predict when this assumption is not
valid. The main reason for making this assumption is
that it shortens the calculations required in order to
draw graphs and control parameters. With the advent of
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high-speed digital computers, the time required to pey.
form the lengthy calculations is minimized, and is usually
no longer an overly complex problem. Thus, in the graphg
to be presented here, the decay ratio is computed fo
the actual transient response.

In developing the method to be presented next, ap
attempt is made to be as mathematically precise as pos.
sible. In essence, the graphs can be used to tune exactly
and precisely an “ideal” controller for a process composed
of a pure time delay plus a first order lag. An example
of the response of this type of system to a unit step input
is shown in Figure 7. The problem is to approximate
the process reaction curve in Figure 6 by a system with
a pure time delay plus a first order lag. The three terms
required are the process gain, K, the time lag, 6,, and
the time constant, 7. If these terms are known, the

Laplace transform expression relating the input to the -

output for the process is

output K, &bos

input ~ Ts4 1 (824
Thus, a technique for approximating the process reaction
curve in Figure 6 by the above equation is required.
Using the technique presented earlier, the values of R,, L,,
and K can be determined. These are related to 6, and 7
as follows:

60,=L, (33)

r=K/R, (34)
Thus, for Figure 6, K = same for both techniques.
8, = 0.55 minutes,
T = (20)(0.55)/9 = 1.222 minutes, and
p=0,/7=045.

In the next method to be presented, only two major
approximations remain. First, the controller is assumed
to be ideal. Second, errors are introduced when the proc-
ess reaction curve is approximated by a first order lag
plus time delay. In most cases, the above method for
obtaining this approximation is reasonably accurate; how-
ever, in a few cases, it is not very good. Undoubtedly,
the accuracy of the results depend upon the accuracy
of this approximation. Although not so obvious, this same
shortcoming is present in the previous techniques for
determining controller settings. Thus, any method that
improves this approximation would consequently improve
the accuracy of these methods also. Although it is Pos-
sible to get a better fit by a least squares procedure, t}}e
relatively lengthy calculations can be justified only 1P
exceptional cases.

In developing the graphs, four dimensionless groups
of variables must be related. These groups are 6,/7, KK,
KK7/T,, and K,KT;/7. Of these, the group 6,/ is O™
pletely specified from the process reaction curve. Thus,
the other groups are presented as a function of 0o/
Since K is specified from the process reaction curve, the
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value of K, can be specified if the value of KK is known.
Similarly, 7 and T are determined from the other two

groups.
For proportional control only, 7', = o0 and T43=0.

Then, the groups, K.Kr/T, and K.K T;/7 are both zero.
Thus, K K can be plotted vs. §,/7 as shown in Figure 8.

In addition, the period or frequency of the response may
also be determined from Figure 8.

In reset only, K. = T; = 0, which again eliminates
two of the four dimensionless groups. Since there is only
one mode in the controller, only one variable, K,, must
be determined for a floating controller. In order to facili-
tate this, Figure 9 can be used to determine the value
of K, to give a decay ratio of 1:4. Also, the frequency
can be obtained from Figure 9.

Proportional plus derivative control is unlike the two
foregoing cases where only one restraint—that the re-
sponse have a decay ratio of 1:4—was placed on the
system in order to completely specify the settings in the

100.0 ; 10.0
i
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e 0.5
R e -
- e
20.0 e EmmEm S S 2.0
HHH 05
| ] [
[ [\
‘ 04 SNEE
\ ~
- A N~y
= T
3 100 . L3 2 0%
< 7
\ (FREQ) = =0.25
\\“
5.0 RS 05
=2 EeSEssSSteesEst |
2.0 H i = = 0.2
Emmmme TN
—t
: ™~
| N
T | u
1o L] [T 0.1
0.0 0.2 04 06 038 10

00/“

Fig. 12—The constants for a proportional plus reset controller to
give a 1:4 decay ratio and minimum control area, K, K T,/ =0.

February 1966, Vol. 45, No. 2

115




CONTROLLERS . . .
10.0 -
VUM (ko /T o500 S
%300 =
50 ‘311.XOI - ™ 2as
] N 15.0 H HHH
H ? ‘t
g KT (0.0
x .
3.0 [T ' - :
; HHHHHH
el ] N |‘
,,\,‘ REme \ \éo T L] : |
ke - N N ,,‘__
& X NI[4.0 annaniin
2.0 %
: LIS 3.0
L1 1 ' -
5 KcKTg /= =0.0 0.3 HHE 05 i 0T K
Hitine
¥ 2.0
e ~~‘
1.0 [T P
00 0.2 04 06 0.8 10
0,/%

Fig. 13—The constants for

a three term controller to

give a 1:4 decay ratio are determined from these curves.

controller. When more than one mode is added to the
controller, there is generally an infinite number of com-
binations of settings that will give a decay ratio of 1:4.
In the case of a controller with two modes, one addi-
tional constraint is needed to determine a unique solution.

For a proportional plus derivative controller, all but
one dimensionless group, namely K.Kr/T,, are required.
Since these groups are independent, there is an infinite
number of values for a decay ratio of 1:4. From Figure
10 these values can be determined, along with the fre-
quency. However, some other criterion is needed to
specify which one of the infinite number of possible values
is optimum. One popular criterion often used is for the
system to have minimum offset at steady state. Using this
criterion, the values can easily be determined from Fig-
ure 10. Since the value of 6,/7 is known, the value of
KK T/t to be used is the one that gives the maximum
value of K K.

For proportional plus reset, there are again two vari-
ables, K. and T, that must be specified in order to tune
the controller. Requiring that the decay ratio be 1:4 is
not sufficient to insure a unique solution, and another
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constraint is needed. One useful constraint, in addition to
the decay ratio constraint, is to require that the control
area of the response be a maximum; i.e., the area under
the response curve be a minimum. This can be shown
to occur at the minimum value of reset time. Although
this may not be obvious at first it can be shown by the
following reasoning:

For a controller with a reset mode, the steady state
error signal e is zero. Hence, the output from the pro-
portional and derivative modes is zero at steady state.
However, if a unit step disturbance is imposed upon the
process, when the process again reaches steady state, the
output of the controller cannot be zero, even if there 15
no error signal. In Figure 2 the final steady state values
of ¢ and ¢ are both zero for a step change in disturb-
ance. Since ¢ is zero, the input to the process block 15
also zero. A balance around the summer at the disturb-
ance signal input reveals that

14+m=0 (35)

or
(36)

m=—1

However, at steady state, m equals the output of the
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reset mode, since the output of all other modes is zero.
fence,

m = (K/T,) [edt=—1 (37)

However, the integral of ¢, — r; is the control area. From
figure 2 it is seen that

—e—c—7 (38)

substituting into Equation (37)
(control area) (K/T,) =1 (39)
control area = T,/K, A (40)

To minimize the control area, then the group K Kr/T,
must be a maximum, since K and 7 are constant for a
given system.

One value of reset is shown in Figure 11, along with
responses at three points on the curve. To the right of
this curve, the value of reset rate decreases, and it in-
creases to the left. For 6,/ = 0.27, the maximum value
of K.K=/T,is 7.0, the value for which the curve is drawn.
Although it is possible to draw a family of these curves,
in Figure 12 both restraints (i.e., 1:4 decay ratio and min-
imum control area) are included in order that a unique
combination of settings are specified. From Figure 12,
the values of K. K and K Kr/T, can be determined if

the value of 6,/7 is known.

For a three term controller, graphs similar to that
for the proportional plus reset control can be drawn for
specified values of derivative time, as in Figure 13. Thus,
the criteria of 1:4 decay ratio and minimum control area
are both included. However, given values of 6, 7, and K,
there is still an infinite number of solutions. In the case
of the proportional plus derivative controller, maximum
gain is desired to give minimum offset. But when the
reset mode is present, the offset at steady state is zero
for all values of gain. However, as the gain is increased,
the frequency increases and the control area decreases
(reset rate increases), both of which are desirable.

Although the gain cannot be increased indefinitely in
practice, no satisfactory practical constraint is available
to specify the optimum value of gain. As the gain in-
creases, the decay ratio becomes more sensitive to the
settings, and the response curve may deviate considerably
from the smooth sinusoidal. Cohen and Coon” recom-
mend a value of 0.5 for K.KT4/7, and from the ex-
perience in drawing these graphs, this seems to be a
reasonable value, but it is not the optimum value for
all cases. If a higher value of derivative time can be
used, a better response will be obtained.

In practice, the optimum derivative time could prob-
ably be obtained more readily by the following procedure:

1. Select the value of K. KT/ equal to 0.5 and de-
termine the reset time and again using the graph in Fig-
ure 13. Thus, for this particular value of derivative time,
the control area will be a minimum.

2. Test this value on the actual system.

3. If the response is satisfactory or is too slow the de-
livative time may be increased, and the gain and reset
time adjusted according to Figure 13. This can be con-
tinued as long as the characteristics of the response im-
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prove; however, a point will usually be reached beyond
which increasing the derivative time is not advantageous.

4. If the response curve obtained in Step 2 is unsat-
isfactory, then the derivative time should be decreased
(adjusting the reset time and gain accordingly) until a
satisfactory response is obtained.

The following example illustrates the use of these
graphs.

Example. The preceding graphs can be used to tune a
proportional, floating, proportional plus derivative, pro-
portional plus reset, or three mode as follows: From Fig-
ure 6,
K = 20° C/psi
T = 1.222 min
8,/7 = 0.45 min
Proportional only:
From Figure 8, the value of K K is 2.5. Thus,
K, = 2.5/K = 2.5/(20° C/psi) = 0.125 psi/° C

Floating controller:
From Figure 9, K,Kr = 1.18. Thus,

K,=1.18/(K7) = 1.18/(20° C/psi) (1.222 min)
— 0.0480 psi/° C-min.

Proportional plus derivative:

From Figure 10, the value of K/K to give the mini-
mum offset for 8,/ = 0.45 is 2.8, at which K.KTa/7 =
0.3. Thus,

K, = 2.8/K = 2.8/(20° C/psi) = 0.140 psi/° C
T,=037/K;K
— (0.3) (1.222 min)/(0.140 psi/° C) (20° G/psi)
= 0.131 min

However, upon examination of the graph in Figure 10,
it can be seen that the derivative time can be increased
considerably above the value of 0.131 min, thereby in-
creasing the frequency without increasing the offset sig-
nificantly.

Proportional plus reset:

From Figure 12, the values of K.K and K.Kz/T,, for
minimum control area are 1.93 and 3.18 respectively.
Thus,

K, = 1.93/K = 1.93/(20° C/psi) = 0.0965 psi/° C
T,= 0.37/K.K
T, = KK 7/3.18
— (0.0965 psi/° C) (20° C/psi) (1.222 min)/3.18
= 0.742 min

Three mode:

Arbitrarily setting K,KT4/7 equal to 0.5 as discussed
earlier, the values of K.K and K.K/T, for minimum
control area are 2.90 and 7.0 respectively, as determined
from Figure 13. Thus,

K, = 2.90/K = 2.90/(20° C/psi) = 0.145 psi/° C
T, = K,K7/7.0 = (0.145 psi/° C) (20° C/psi) (1.222 min) /7.0
= 0.507 minutes
T,=057/KK
— (0.5) (1.222 min)/(0.145 psi/° C) (20° C/psi)
= 0.211 minutes
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Basic Characteristics of Controllers

The controller is a special purpose analog computer
which takes the difference between the actual value of a
controlled variable and its desired value, and uses this
difference to manipulate the control system. In general,
process controllers can be classified as:

® Pneumatic
e Flectronic

e Hydraulic

Hydraulic control systems constitute, by a wide margin,
the smallest category and the hardware associated with
hydraulic systems is very similar to that found in pneu-
matic systems.

The great bulk of control instrumentation for hydro-
carbon processing is pneumatic or electronic in nature. Of
these two, pneumatic components are probably the larger
category, but the percentage use of electronic equipment is
increasing. Each type has advantages and disadvantages so
that there are some applications for which each is best
suited.

Flectronic components in general are best suited where
the following situations exist.®

o Extreme accuracy is necessary.
e TFast control loops are encountered.
e Remote transmission is necessary.

e Computer control, control data procesing, and similar
undertakings are under consideration.

Pneumatic equipment should be considered in situa-
tions where factors are just the opposite of those above;
156
e Extreme accuracy is not necessary. Electronic instru-

ments are capable of V4 of one percent, whereas, pneu-

matic instruments can offer approximately Y2 of one
percent.

e Extreme speed is not necessary. Many process control
loops contain such large time constants that the speed
of electronic equipment is not at all necessary.

e Transmission distances are short. Pneumatic and elec-
tronic transmission systems are generally equal up to
about 250 to 300 feet. Above this distance, electronic
systems begin to offer savings.

e Computer control, control data processing, et cetera
are not being considered. If these systems are under

E -
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Fig. 14—This motion balance type of pneumatic controller
uses a flapper-nozzle arrangement.
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consideration, the interface between the pneumag,

component and the electronic system would introduCe
additional costs.

e Maintenance men have not had sufficient training apg
background in electronics. Basically, pneumatic equip.
ment is simpler.

© Operating personnel are reluctant to accept electronje
instruments. Many operating personnel have more ex.
perience and confidence in pneumatic components and
are unfamiliar with electronics.

Costs are not considered in the foregoing items. In 5
published cost comparison of a 100 loop installation, costs
were tabulated for the necessary transmitters, receivers
and controllers, and the cost of the electronic equipment
was 56 percent greater than the pneumatic equipment.?
Control valves are not normally included in cost compari-
sons because they are universally pneumatic. As far ag
construction costs are concerned, installation costs are
roughly the same for either pneumatic or electronic (ex-
cept above 250 to 300 feet of transmission lines), but
check-out, calibration, and start-up costs are roughly four
times more for electronic equipment. A good discussion
of this basic question of comparison between pneumatic
and electronic equipment is given in the literature.®

The hydraulic systems have the following advantages:
e Large positive output forces are readily available

e Hydraulic motors are smaller than equivalent electrical
or pneumatic motors

e Components are quick acting

e Components are rugged, dependable.
The disadvantages of a hydraulic system are:

e Return lines are needed for the hydraulic fluid
© Most hydraulic fluids are flammable

e Temperature effects on fluid viscosity affect perform-
ance.

For typical process control applications, the disadvan-
tages of hydraulic control components will generally out-
weigh the advantages, and very few pure hydraulic con-
trol systems are used. The biggest advantage of hydraulic
components is their ability to position accurately large,
heavy loads. Then a control system uses a hydraulic com-
ponent as the final control element. The remainder of the
control elements may be pneumatic or electronic or both.

Hydraulic controllers generally fall into one of two
major categories: the four-way valve type or the flapper-
nozzle type. The flapper-nozzle type operates exactly like
the pneumatic flapper-nozzle controllers to be discusse
later, except that the working fluid is incompressible-
Hydraulic components of a third general type might be
considered, and those are the non-moving-parts fluid am-
plifier also discussed later in the section about pneumatlC
controllers.

PNEUMATIC CONTROLLERS :
Flapper-Nozzle. As the first class of controller equiP”
ment to analyze, a motion balance type of flapper-noz 4
pneumatic controller will be considered.? 102 This 15 $0
named because the input to the controller is pasically 2
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onent of the con

jozzle. If the flapper is

jack pressur
f the flapper is fully remove

oves from fully close .
f(l) P, Relative orders of magnitude

P . .
?)r83 fnches. The baffle position E is estab

sontrolled variable (throug

ange in a displacement, i.e., a motion. The central com-
troller is a flapper-nozzle arrangement

1 ll()VVl 1 [1 ure 14’.
Ch as 18 S n g

he position of the flapper with ol

P e s fully closed, ie, if E = 0, tllale
{11 be equal to the supply pressuré Fs-

e vesi d from the nozzle, the back

i latively close to Pa. As the flapper
e e reda tlo f?ﬂly open, Py varies fro.m Ps
for these variables

i i ter equal to 0.0Z to.
— 920 psig and nozzle diameter €q Al b e

1, the feedback elements) and

the chamber back pressure P can be used to establish
troller output. ' . . ]
the?[nC 0;5; to estfblish the equation describing this flap

1 i i umed iso-
er-nozzle arrangement, 1ts operation will be ass

hermal and the air will be considere'd as an idea.I ga(;_
tFllow of air into the nozzle chamber w111. be a function
the pressure drop available across the orifice.

W, — weight rate of air flow into nozzle chamber
=

— g function of Py (since Py is constant)

i i i i ‘1 the region of in-
Treating this relationship as linear it t g

terest: (41)

wi = —K, pg

— the variation in Wi

i

where Wi

Ki="77,

pp = the variation in Pp

The flow of air out of the nozzle chamber will be a func-

and E. Linearizing this in the operating region:

tion of Pp
Wozf(PB,E)
¢ 42
W wo:K2p13+K3e (42)
id ] Ky= 31‘/’0— ¢ — the variation in E
where Kz——--—a’P; S Ks=—3F |

air M in the nozzle chamber varies, it will

If the mass of between the flow nto and

do so because of the difference
out of the nozzle chamber.

W, —W,=dM/di

and, o
w; — Wo = pm

Substituting Equations (41) and (42) -

_ 44)
——KlpB»—szB——KJ__pm (

Using the ideal g
assggg and assuming the chamber temperatur

are constant.
M = 29P sV/ RT

m = K, ppwhere K,

Substituting Equation (45) into Equation (44):

— (K; + K,) pB——K3e = pK, b
— K,e
bp=% T K - K.p

K, & K, + Kub

_ Ke/ (K, + K)
o =Bl e
= 11 K./ (K, +Ks)
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In the typical flapper-nozzle arrangement K’ is a very
large number and to cover the Pj range of 3-15 psig
(which is standard for all pneumatic instruments) may
require a movement of the flapper position of less than
0.002 inch. The general shape of the Py vs. E curve is as
shown in Figure 15.

il
L
Ps Pg . - Pa
L2
REVERSE
ACTING FEEDBACK
Réll.F;\Y i Ky d BELLOWS
/P08 '"""""\
Ay

4 y ]‘,

Fig. 17—A feedback arrangement reduces the sensitivity and
gives a more linear relationship between nozzle position and P,,.
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Fig. 18—Controller equations can be shown in block diagrams.

A guide for setting controllers . . .

In making corrective adjustments, an understanding of
the effect of each mode upon the response is essential.
Thus, the following generalities about the effects of ad-
justments in each mode are usually correct.

Proportional band. Decreasing the proportional band
(increasing the gain) increases the decay ratio, thus mak-
ing the system less stable. However, the frequency of the
response is also increased, which is usually desirable. In-
creasing the proportional band has an opposite effect.

Reset mode. When the reset time is increased, the
decay ratio is decreased, thus making the system more
stable. Simultaneously, the frequency increases. Decreas-
ing the reset time has an opposite effect. Recall that when
the reset time is at its maximum value, this mode has been
turned out of the controller.

Derivative mode. Of all the modes, the effect of this
mode is the most difficult to predict. Starting at a deriv-
ative of zero, increasing the derivative time usually is ben-
eficial, but not always. However, in almost all practical
cases, there is a point beyond which increasing the deriv-
ative time will prove detrimental. Thus, about all that
one can do is try a change in the derivative time and
see what happens. :
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Two very important disadvantages prevent the bacy
presure Pp from being used to position a final contyg)
valve in a system. First, the control valve’s diaphra
chamber and the intermediate transmission lines have %
much capacity with respect to the flow capacity of the
nozzle arrangement that the lag of the controller woulq
become intolerable. Second, the flapper-nozzle arrange.
ment is so very sensitive that the control valve woulg
either be open or shut; i.e., the mechanism would effec.
tively be two-position control.

These two disadvantages can be overcome by the adgj.
tion of separate mechanisms to the flapper-nozzle arrange.
ment. The first problem, low output capacity for the flap-
per-nozzle system, can be overcome by amplification of
the output signal. This is done through pneumatic “relays”
which use a change in nozzle chamber back pressure tq
effect a change in the air supplied (from a source othey
than the nozzle chamber) to the valve diaphragm. Ap
industrial example of the flapper-nozzle arrangement useq
as an on-off controller through the aid of a pneumatic
relay is shown in Figure 16.

The second problem encountered in flapper-nozzle sys.
tems, their very high sensitivity, can be overcome by
some means of reducing the tremendous increase in back
pressure produced by a small movement of the flapper
toward the nozzle. The most satisfactory solution of this
is the incorporation of a_negative feedback arrangement
between the back pressure and the flapper position. A
typical arrangement is shown in Figure 17. In this ar-
rangement the flapper position with respect to the nozzle
is ¥ and Equation (47) becomes:

pp=—K'x (48)

The back pressure operates a reverse acting air relay for
amplification. This relay is termed “reverse acting” be-
cause for an increase in Py there will be a decrease in its
output pressure P,.

p,=—Kp tp
or
p,=—Kp by (49)

It might be noted that variation in K5 can be controlled
throughout the range of Py so that Kj varies inversely
as K’ so that a more linear relationship between nozzle
position and output pressure is achieved over a wider
operating range. The feedback bellows has a cross-sec-
tional area A; and a restoring force from a spring con-
stant K;. A force balance on this bellows can be written:

4,P,= K, Y
or in terms of linear variations:
Aip,= Kpy (50)

The posiiton of the flapper with respect to the nozzle de-
pends on E and Y.

X = f(E,Y)
or in terms of linear variations:
x= (2x/0E)e+ (0x/0Y)y

and using the lever arms defined in Figure 17:
2= Fot/(Es 4 BY — L gL, - L) (51)

These equations can be combined in block diagram fOl‘fH.]
as shown in Figure 18. The equation relating ¢ and fo 15
= [L,/(Ly + L,)](K") (Kg) e (52)

° T 1+ (K')(Kp) (4;/K)) [L,/ (L, + L) ]
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Fig. 19—One industrial example of a proportional con-

troller uses this arrangement

Since K’ is so large, the 1 in the denominator is negli-
gible. Therefore:

p = s (53)
°T L 4

There is a very important differer‘lce between eq%a'tlf)n
(47) and Equation (53). In Equation (47) jche SEI}SltIV-lty
was that of the flapper-nozzle arrangement, 1.e., K wh1c.h
was shown to be a very large (too large, in fact) sensi-
tivity. By the addition of the interr}al.feedbacl? mecha-
nism, the sensitivity of the relationship is the ratio of two
lever arms, L./L., and the reciprocal of the ffeedback
sensitivity 4;K;. This brings the contr'oller mechanism sen-
sitivity down to a range that is satisfactory for propor-
tional control, and it also provides some very convenient
parameters to use in adjusting the sensitivity when the
controller is to be tuned. An industrial example of. a con-
troller such as the one just described is shown in Fig-

ure 19.

Additional Flapper-Nozzle Controllers. With very
slight modifications additional modes of operation can be
incorporated into flapper-nozzle contr.ollers.g’l. Consider
the addition of a variable restriction in thg lmf.: leading
to the feedback bellows. This is illustrat.ed in Figure 20.
The analysis of this nozzle arrangement 1s:

py=—K'x (48)

and,

POZ——KR pk (49)
The weight rate of flow of air into the feedback bellows
will be a function of the pressure drop across the restric-

tion in the line leading into the bellows:
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of parts (The Foxboro Co.).

W, = weight rate of flow of air into the bellows
=f(P,—Py)
Considering a linearization of this expression:
w; = Ky (b, — Pr) (54)
If the mass of air in the bellows is given in terms of the
ideal gas law:
M = 29P,V/RT
where P; = feedback pressure in the bellows
V = volume of the bellows

T = temperaure in the bellows, a consant.

The linearization of this yields:
m:Kpr+K7v (55)
where K, =29V ;/RT and K, = 29P;;/RT

The variation in volume of the feedback bellows may be

given as:
v=A (56)
The force balance on the feedback bellows and its restor-
ing spring is:

ppds = Kpy (57)
The weight rate of flow of air into the feedback bellows
is the rate of change of the mass of air in the bellows:

w; = pm (58)
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Fig. 20—Adding an adjustable restriction in the feedback line
gives a proportional plus rate controller.
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Fig. 21.—An additional bellows can be added to form a pro-
portional plus reset controller.

Combining Equations (54) through (58):

_ (44/K;) p,
Y= N T (59)
where 7, = (Ko/K;) 4+ (K, A2/KK,)
As before:
x=L,e/(Ly + L,) — Lyy/(L; 4+ L,) (51)

Equations (48), (49), (59) and (51) can be combined
as follows:

_ L/ (L + L) K' Ky e
14 [Ly/(Ly+ Ly)] [(4/Kp) (1 + 74 p)] K K
Since K’ is large, the 1 in the denominator of Equation
(60) is negligible and the equation reduces to:
po = (Ly/Ly) (K;/4f) (1 4 75p) € (61)

When compared to the more standard forms of controller
equations it can be seen that this is proportional plus
derivative control:

(60)
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P,=K,(1+Typ)e
where
K,=L,K,;/L 4,
T,= T

It is seen that the derivative time 7; may be adjusted b,
adjusting the restriction in the feedback bellows. If thig
restriction were a needle valve, for example, an adjust.
ment of the needle valve would vary the rate or pre-acy
time of the controller.

For proportional plus reset operation, an additional be].
lows may be incorporated as shown in Figure 21. The
equations which describe this controller are Equationg

(48), (49), (51), (54), (55), (56), (58) and a force
balance which is:

pod; — ppd; — Ky =0 (62)
Combining Equations (54), (55), (56), (58) and (62)
gives:
Kgp
14 Tf"b
where Kg = AfKG/KfKﬁ

y= b, (63)

T = (KoK, — K,4,2) /K K,
Equations (48), (49), (51) and (63) can be combined
as follows:
[L,/(L; +L,)] K'Ky e
U [Ly/(Ly + Ly)] [Kep/ (1 7/ p)] K'Kp,

Since K’ is so large, the 1 in the denominator of Equa-
tion (64) is negligible and the equation reduces to:

b=

(64)

L, (14-7/p)e

o LKy
Ty 1

= L7, <1+ . e (65)
LK, T b

This is proportional plus reset control as can be seen by
comparison to the more standard form of the controller
equation:
bo=K, [14 (1/Tp)] e
where K, = L,7//L K,

T’r = Tf'
—»e
e
REVERSE
ACTING
AIR
RELAY

RATE

Po RESET ::] ——[::}\j' il

Fig. 22—The reset and rate bellows in this arrangement of la
three mode controller can be inadvertently adjusted to cancc
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The reset time T, can be adjusted by adjusting the re-
striction in the line leading into the feedback bellows.

One point of interest concerning the reset bellows is
that for an increase in p; there will be a decrease in y,
an increase in x, a decrease in pg, and an increase in p,.
This feedback loop is, therefore, a positive feedback loop.
The unrestricted bellows is, of course, negative feedback
as was shown earlier, and since it is unrestricted, it leads
the positive feedback of the reset bellows.

For a combination of proportional, rate, and reset
modes of control, the logical scheme to assume is as shown
in Figure 22. The difficulty with a scheme such as this
is that both the restriction in the reset and rate bellows
can be inadvertently adjusted to the same value and the
two modes of control will exactly cancel one another. To
avoid this possibility a more practical scheme might be
as shown in Figure 23.

Force Balance Controllers. In all of the controllers
shown so far the input has been in the form of a motion,
and all of the feedback signals were expressed as a mo-
tion; ie., the movement of a bellows. These controllers
are generally referred to as “motion balance” controllers
although “position balance” might be more accurate.
There is also a very large class of controllers in which the
input is a force; e.g., a pressure exerted in a bellows. In
these controllers a common arrangement is one in which
the measured or controlled variable is fed back to the con-
troller as a pressure and is compared to a pressure repre-
senting the set point of the controller. Any difference
between these two pressures will be manifest as a force
which will be counterbalanced by a feedback force from
the controller output. The flapper position in these con-
trollers is determined by the balance of these two forces,
and the term “force balance” controllers is often applied
to them. A schematic representation of the distinction be-
tween force balance and motion balance controllers is
shown in Figure 24.

Stack Controllers. One variety of the force balance
pneumatic controllers® %1% is the so-called “stack con-
trollers.” Although a discussion of these will be deleted
for brevity, an analysis of 12 different types of stack con-
trollers are given in the literature.

Fluid Amplifiers. Before leaving pneumatic controllers
it would be wise to mention a special type of “force bal-
ance” device which has no moving parts, is inexpensive,
is very small, and may become more and more widespread
in its control applications. This device is the fluid am-
plifier.?*14 There are two basic types of fluid amplifiers,
examples of which are shown in Figure 25. The three
terminal modulator, shown in the upper part of Figure
25, is a momentum exchange device in which a control
jet is used to bias or deflect a power jet. Amplification of
10 to 1 is possible.

The impact modulator shown in the lower part of Fig-
ure 25 is a pressure balancing device in which the balance
1 achieved between two directly opposing jets. A radial
Jet is produced whose axial position is determined by the
relative pressures in two opposing jets. Amplification of
100 to 1 is practical.

These fluid amplifier devices are the fluid counterparts
of vacuum tubes and transistors, and they can be used as
controller components just as electronic or more conven-
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Fig. 23—A more practical arrangement of a three mode con-
troller is shown here.
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Fig. 25—A fluid amplifier is a special type of force balance
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Fig. 26—Electrical circuits can be used as controllers.

tional pneumatic components might be used. The result
is a very small, inexpensive, and rugged controller.

ELECTRONIC CONTROLLERS

There are controllers® which are the electronic and elec-
tric version of the hydraulic and pneumatic devices al-
ready discussed. The more general control devices such as
digital computers will not be discussed here. The central
component of the electronic controllers is a high gain op-
erational amplifier which is connected between input and
feedback networks. These networks are formed by using
two resistors or two capacitors as shown in Figure 26. The
description for these circuits is:

—E,/E; = Ry/R,; (66)
or

The proportional band or gain is adjusted by varying a
resistance, capacitance, or by attenuating a feedback
voltage with a potentiometer. To obtain reset action a re-
sistor is used in parallel with an input capacitor, and to
obtain derivative action, a separate circuit is added.
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Electric controllers use standard electrical circuits whoge
descriptive equations are those of the desired modes qf
control. A typical controller might use a null-balance
Wheatstone bridge with either resistance or voltage ha].
ance devices for proportional control and a current hy].
ance device for proportional plus reset control.

The substance of this report will also be included as part of a forty.
coming book entitled ‘‘Automatic Control of Processes”” by the authors fq,
publication through International Textbook Co.

SYMBOLS USED

(Small letters usually refer to small variations or differences ip
the value of the capital letter quantity.)

controlled variable
baffle position, error signal
disturbance

process gain

proportional gain of a controller
relay gain

floating controller gain associated with reset mode
. constants

lever arm length
open-loop time delay
mass of air, controller output
controller output for derivative or rate mode
controller output for proportional mode
controller output for reset mode
period

ambient pressure
back pressure

output air pressure
supply air pressure
ultimate period
differential operator, d/dt
gas constant

open-loop reaction rate
set point adjustment
ultimate sensitivity
derivative or rate time
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reset time
time
volume
weight rate of air flow into nozzle chamber
weight rate of air flow out of nozzle chamber
x, y distances

exponential base
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time constant
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How to Clean and Dry Compressed Air

Operating conditions determine what
type of equipment should be used
to clean and dry air. Here are the

factors to consider

Arnold L. Weiner
Pall Trinity Micro Corp., Cortland, N. Y.

AIR LEAVING A COMPRESSOR, regardless of whether it
is for plant, process or instrument use, requires treatment
before it can be put to work. Oil removal units are
needed for oil-lubricated compressors; solids and moisture
removal systems are needed for almost any type com-
pressor system. Here are major factors to consider in
obtaining clean oil-free dry air.

WHY CLEAN DRY AIR

The justification for clean, dry compressed air be-
comes evident when the low cost of adsorbers, filters,
and dryers are compared to the maintenance and replace-
ment costs incurred when such equipment is omitted.

Oil Contamination. Consider what oil contamination
In compressed air may cause: erratic operation of pneu-
Mmatic controllers, valves and other instrumentation; con-
tamination of intermediate or end product when air is
used for agitating a liquid or conveying solids; softening
of hose line, causing leaks and decreasing service life; and,
Contamination of spray paint equipment.

i Oil removal also protects air drying equipment, keep-
Ing water vapor adsorbents at high level of activity and
Preventing oil fouling of heat exchangers in refrigerated
dryers. Solid particle contamination, such as pipe scale
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and metal chips from welded or threaded connections
also inhibit optimum equipment operation.

Water Contamination. Moisture-containing air causes
corrosion in pneumatic devices, and pipe breakage or flow
interruptions will occur when condensed moisture freezes
in pipeline low spots. Liquid water can flood pneumatic
controls, cause imbalance, false readings and erratic
operation. Air-line moisture washes lubrication from air
cylinders and similar devices. Of course, paint spraying,
sand blasting and most process air demands freedom from
oil, solids and moisture contamination.

OIL REMOVAL

Oil in compressed air can be classified in two distinct
phases: one a vapor and the other a liquid. The liquid
phase can be considered in two particle size ranges:
0.01 to 5 microns as a mist, and above 5 microns as a
spray. The vapor has sufficient Brownian motion to be
effectively adsorbed by activated carbon or alumina.
Particles larger than 0.01 micron are to be removed by
filtration.

For each phase and size distribution, different means
of removal should be employed. Before choosing specific
equipment, though, it is necessary to consider why the
oil appears, how much of each phase is estimated to be
present, and finally, what type of equipment can do the
required job.

During the compression cycle of the typical com-
pressor, the air temperature climbs to between 400° F
and 700° F. Some of the lubricating oil is vaporized and
a portion may react with the compressed air to form
partially oxygenated carbon and nitrogen compounds.
Upon cooling, part of the vaporized oil and these newly
formed compounds condense to various size droplets.

Liquid Oil Removal. Over 99 percent of the liquid oil
in compressed air consists of droplets in the size range
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