The initial analysis of failures emerging in production process for further data mining analysis
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Abstract—The aim of this paper is to examine possibilities for the initial data analyses of the failure data from industrial production process. To perform the initial data analysis of the data from production process we have used graphical statistical method and also data mining methods like drill-down analysis and cluster analysis. Before applying mentioned techniques and methods it was necessary to know the principle of the industrial production process itself and also to be aware of the failure data structure. This initial data analysis is vital to be able to review the knowledge potential of given data. Based on this, we are able to point out interesting issues, that can be further solved with KDD (knowledge discovery from databases) techniques.
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I. INTRODUCTION

The first step to obtain any knowledge from the large data set is the initial data analysis. This analysis is preceded by a proper understanding of the data. It is therefore necessary to know the principle of the researched process, from which the data is obtained. Next step is then determining the structure of the data and analyzing these data with the use of statistical analysis methods. The objective of the data mining is not always clear at the beginning of the analysis. However, based on the initial analysis, it is possible to determine what kind of relevant knowledge can be acquired from given data and then to establish the main objective of discovering knowledge from the data.

Data from the manufacturing process can be obtained easily, in most cases, because the data are automatically generated by the sensors which are installed on devices and monitor operation of the production process. This data is stored in pre-structured database from where they can then be exported using an appropriate interface in various formats, according to user needs. Understanding the data from which the previously unknown knowledge is to be discovered a key step to get a correct representation of this new knowledge. It is therefore necessary to understand the structure of the collected data and to know the data types of the data contained in the data set. This step is important in the process of selecting appropriate methods of data mining and also in the process of transforming data to form of correct input into the data mining algorithms.

Selection of correct data mining is closely related to the initial data analysis. To meet the stated objective, it is possible to use several different methods. This depends on the structure of the data and on the requirements of a particular method of data mining on the input data.

II. BACKGROUND OF THE USED METHODS

A. Data mining

One of the definitions of the concept of data mining: "Data mining is the process of analyzing data from different perspectives and their conversion into useful information. From the mathematical and statistical point of view it comes to finding correlations, thus interrelationships or patterns in the data "][1]. Friedman has described data mining process as a set of methods used to discover relationships in data in large data bases. The process of data mining overlaps at some degree with artificial intelligence, machine learning, pattern recognition and data visualization [2]. There are also other definitions, that describe data mining, however they which largely depend on the purpose of usage of the data mining methods. Data mining is a process divided into multiple steps, which are shown in the Figure 1.

![Fig. 1. Data mining scheme that describes the stages of data mining process from raw data to obtained knowledge [3].](image)

Data mining process can be used to solve various types of tasks. All of these tasks are either predictive data mining tasks or descriptive data mining tasks. A data mining system can execute one or more of the below specified tasks as part of data mining:
• Exploratory analysis - this analysis is an objective review of the data without prior knowledge.

• Descriptive tasks - describe the dataset. These tasks are using method of clustering similar phenomena into separate clusters.

• Predictive role – The aim of this task is to predict future behavior on the base of the data set.

• Search patterns and rules – This data mining task is looking for patterns and relationships between data in a set.

• Search by the model – The aim of this task is to search the data from the data set that are similar to the searching pattern by which the search is performed [3].

B. Clustering

Clustering can be understood as the unsupervised classification of patterns like observations, data items, or feature vectors, into groups. The clustering problem can be found many contexts and is used by researchers in many disciplines. Clustering is therefore broadly appeal and useful as one of the steps in exploratory data analysis. However, clustering is a difficult problem. Cluster analysis is a group of various algorithms. This group is considered as one of the methods of data mining. Their aim is to automatically partition given data into a set of partitions. These partitions are also called clusters. These clusters are characterized in that the data in them are similar to each other. The similarity between the data in each cluster is most often defined by the Euclidean distances. In our case, the Euclidean distances were computed between failure types in the data set:

Types of cluster analysis can be divided into different categories based on different criteria [4,5].

• Hard clustering: A given data point in n-dimensional space only belongs to one cluster. This is also known as exclusive clustering. The K-Means clustering mechanism is an example of hard clustering.

• Soft clustering: A given data point can belong to more than one cluster in soft clustering. This is also known as overlapping clustering. The Fuzzy K-Means algorithm is a good example of soft clustering.

• Hierarchical clustering: In hierarchical clustering, a hierarchy of clusters is built using the top-down (divisive) or bottom-up (agglomerative) approach.

• Flat clustering: Is a simple technique where no hierarchy is present.

• Model-based clustering: In model-based clustering, data is modeled using a standard statistical model to work with different distributions. The idea is to find a model that best fits the data.

C. Drill-down analysis

A first step in solving data mining tasks is often the process of exploration the data interactively to gain a first impression of the types of variables in the analyses, and their possible relationships. The concept of drill-down analysis applies to the field of data mining as the method of interactive exploration of the data, in particular of large databases. The process of interactive drill-down analysis begins by considering some simple break downs of the data by a few variables of interest. It is possible to compute various statistics, tables, histograms, and other graphical summaries for each group. Then, it is possible to "drill-down" to expose and further analyze the data "underneath" one of the categorizations. The advantage of the drill-down analysis is the various auxiliary results that can automatically be updated during the interactive drill-down/up exploration. Outputs of this analysis can be divided into following groups:

• Descriptive statistics and frequency tables

• Box-and-whiskers plots summarizing the distributions of continuous variables

• Scatterplot matrices summarizing the relationships between continuous variables;

Fig. 2. Cluster analysis scheme that describes the process of grouping raw data into clusters with similar members.

Fig. 3. The demonstration of process of drill-down analysis in STATISTICA 13 software [6].
III. THE OBJECT OF INVESTIGATION AND DATA STRUCTURE

A. The object of investigation and its failures

We have chosen the process of assembly of the rear wheel as the object of investigation for our research. The assembly line can be characterized as semi-automatic. This means that some of the workplaces require a human operator on the position. In this paper, we are dealing with failure data from this semi-automatic assembly line. There are four pre-defined failure types defined as follows:

- Emergency stops: These failures require immediate emergency stop, which applies to the whole line.
- Delayed stops: These failures cause emergency stop of the line at the end of the cycle. These failures must be repaired by the operator before restarting.
- General alarms: These failures do not cause stopping of the line. These are informational messages for the operator. Operator do not have to remove this failure.
- Missing initial conditions: These failures are notifications for the operator, which say that the operation is not in expected position.

B. Data structure

The failure dataset produced by the assembly line consists of 620635 records. These records were acquired in a time frame of six months. Each of these records consists of several parameters. These parameters are: start date and time (in dd/mm/yyyy hh/mm/ss format), end date and time (same format as start date and time), duration, localization and the name of the failure. Localization points to the workplace where the failure occurred, start date and time carries the exact information about when the failure occurred in the system, end date and time says when exactly the failure state was solved, duration is the difference between start and end date and time and it is in hh/mm/ss format and name describes the failure itself. These raw data were exported into a .xls file format.

C. Derived parameters

The data structure of the raw data has several parameters, which are describing the emerged failure in some degree, however it has not very big initial knowledge potential. To be able to mine previously unknown knowledge from this data, it was necessary to derive new parameters based on the knowledge about the object to supplement the failure dataset. Three new derived parameters were computed from the existing mentioned initial parameters. These parameters were day, working team and shift. It is clear, that the raw data was not sufficient to make predictions of emerging failures based on the technical information from the sensors in the process, because this information is missing in given dataset. However, it is possible to examine the data from different point of view and to study other possible parameters that may have impact on emerging of the failures.

[Flowchart image of the algorithm for computing derived parameters working team and working shift]

Fig. 4. The flowchart that represents the algorithm of computing derived parameters working team and working shift
To be able to derive some of these new parameters additional information about the production process were needed. We have discovered, that the production is running non-stop for six days a week (from Monday to Saturday). The assembly takes place in three working shifts (morning, afternoon and night) with three working teams (A, B and C). These working teams cycle through these shifts in a backwards manner. This means, that if working team A has worked one week in a morning shift, next week they will be working in a night shift. The first derived categorical parameter day was derived from the parameter start date and time parameter in MS Excel with the use of TEXT function. The remaining two derived categorical parameters working team and working shift were computed with the use of the programming language C#. In C# it is possible to use COM objects to communicate with and manipulate the .xls files. The figure 4 is showing the algorithm of computing these derived parameters. After computing these parameters, it was possible to perform the initial data analysis with chosen data mining methods.

IV. DATA MINING

After getting the information about the object of investigation, collecting the necessary data and after deriving possible parameters, data mining methods and knowledge discovery from the data can be applied to the data. The process of data mining does not only apply the selected algorithms to the dataset, but it also consists some necessary preparatory stages. These phases are primarily aimed at preparing the data for the actual application of selected data mining algorithms. This phase is primary aimed on adaptation and transformation of the data to a proper form, which can serve as a correct input for the data mining algorithms. After the phase of data adjustments it is possible to proceed to applying chosen methods and algorithms of data mining. Since the process of data mining is an iterative process, it is possible to return to previous phases (for example data transformation phase), in order to successfully apply other data mining algorithms. Sometimes, it is possible to return in the process of data mining to even earlier phases, for example like deriving new parameters.

Before we use any of data mining method, the drill-down analysis is possible and useful to use.

A. Drill-down analysis

Drill-down analysis was performed in the software Statistica 13. This analysis goes through selected parameters and examines the impact that have selected parameters to each other. At the beginning of the drill-down analysis it is needed to choose one of the parameters, which will serve as the first break-down. As the first output of the analysis, the histogram of the selected first parameter was displayed. Subsequently, based on the choice of the category of the first parameter a histogram of other parameters is displayed, but this already has a relationship with the previous selection. Before applying the so-called drill-down analysis, we have selected relevant data from the dataset, which we then subjected to the analysis. From initial data file, we have excluded all records that fell into categories of states or alarms with using filtering in MS Excel. Thus, the analysis was performed only for records that fell into the category of faults. Following plots captures drill down analysis with the selection of the initial parameter with the name Start date.

The drill-down analysis module has split the date range of occurrence of the events throughout the data file into several intervals. As shown in figures 1 to figure 5, this module represents the intervals, which were originally in the format of date as a numeric value. The following table shows the date intervals converted from numeric format to a date format using MS Excel.

<table>
<thead>
<tr>
<th>Numeric representation of dating intervals</th>
<th>Representation by the date format</th>
</tr>
</thead>
<tbody>
<tr>
<td>42450 - 42500</td>
<td>21.3.2016 - 10.5.2016</td>
</tr>
</tbody>
</table>

The first output from the drill-down module was histogram of frequencies of errors within the date intervals to which drill-down module divides the entire date range from the data file. As can be seen from the graph, the greatest number of emerged failures are located between 05/10/2016 to 06/29/2016. The next step in the drill-down analysis is to manually select the part of the graph, which is interesting for us. In our case, we chose disorders just mentioned in dating range.

![Histogram for brushing: START DATE](image)

Fig. 5. The histogram shows the distribution of the emerged failures with respect to the parameter START DATE.
The following chart depicts the distribution of the following parameters, in this case the parameter weekday, in the selection of the first step of the drill-down analysis. The chart thus shows the distribution of the number of failures emerging after various days of the week between 05/10/2016 and 29/06/2016. To continue to the next step, it was necessary to make a further selection from the new plot. It is obvious that the days with the biggest number of emerged failures for the selected period are Tuesday and Wednesday. Although the frequency of failure for these days were very similar, in this step, we have selected Wednesday as the most abundant presence of emerged failures.

The following graph shows the distribution of the number of faults that occurred within the individual working shifts, ranging from 10/05/2016 to 29/06/2016. These failures emerged on Wednesdays, when the working team C was working on the assembly line. It can be also seen that in the context of individual work shifts, there is no noticeable difference in the frequency of emerging failures. Yet we have chosen night shift for the last drill-down iteration, because it had the greatest number of faults that occurred during this shift.

The latest graphical plot of selected drill-down analysis shows the distribution of the number of occurring failures based on a selection from previous levels of the drill-down analysis. From the figure 5, it is clear that the largest representation, with the number of emerged failures of around 3500 has a failure called Error on reverse rotation sensor SQP + PI35 on OP35. Where SPQ + PI35 is the name of the sensor and OP35 denotes the number of the operation in the process.
CONCLUSION

This paper dealt with the initial phase of data analysis with basic data mining method called drill-down analysis. This analysis was performed on real failure data from production process from automotive industry. The object of investigation was a small assembly line where the assembly of the rear wheel is performed.

In practice, a huge amount of data is collected every day. This data is however often only stored in databases and no analysis is performed with it. In many cases, there can be found valuable new knowledge in this data, but the knowledge potential is not always clear from the first sight. To discover this potential, it is necessary to examine the data with the use of basic methods like statistical analysis, or drill-down analysis, to discover the initial relationships between various parameters in the dataset.

When performing data mining or initial data analysis, it is also important to be aware of the principle of the object of investigation. Based on this knowledge it is then possible to derive new parameters from the dataset, which can expand the knowledge potential of the data for further applying data mining methods.

In future work, we would like to examine and optimize algorithms to find repetitive patterns in the data about merging failures in the system. These patterns can subsequently identify group and order of failures which are emerging one after another. The aim of our research is to be able to find this kind of related failures in the system even without extensive dataset with detailed technical parameters.
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