EXPLICIT MODEL PREDICTIVE CONTROL OF A HYBRID SYSTEM USING SUPPORT VECTOR MACHINES
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Abstract: The objective of this work is to study the capabilities of support vector machines for approximating the complex control law arising from model predictive control of a hybrid MIMO-system. By approximating the control law, an explicit formulation can be obtained, which is computationally less intensive for on-line use. The explicit model predictive control approach is applied to a simulated hybrid system consisting of two tanks in series. The system has real-valued, integer-valued, and binary-valued control inputs. A model predictive controller is first designed to control the entire system. This controller is then approximated using support vector machines, with separate approximators for each control input. Reasonable control results were achieved with the approximators.
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1. INTRODUCTION

The continuous increase of the computational power of computers has turned the attention of the control community to problems that previously were intractable. Among these problems, the control of hybrid systems can be found. Classically these problems were tackled by dividing the system into integer and continuous parts, and designing separate controllers for the two parts. Naturally the resulting controller cannot be optimal.

Optimal control of these systems is, still today, not possible but a model predictive controller (MPC) can give a near-optimal solution. However, many problems of this kind remain impossible to solve on-line with MPC. To overcome this problem approximation techniques can be used. In this paper we study the use of explicit model predictive controllers, which is a technique that has previously been used for some non-hybrid systems (Parisini and Zoppoli, 1995; Åkesson et al., 2005).

2. MODEL PREDICTIVE CONTROL OF HYBRID SYSTEMS

Hybrid systems describe processes whose behavior can be characterized both by continuous- and/or discrete-time dynamics as well as discrete events governed by logic rules. The state of a hybrid system consists of both real-valued variables and discrete-valued, or logical variables. Due to the mixed continuous/discrete and logic dynamics, it is very hard to design optimal controllers for hybrid systems.
Hybrid systems with linear dynamics can however be transformed to a piecewise affine (PWA) system (Bemporad, 2004) for which optimal controller synthesis techniques can be applied. Application of the popular MPC strategy to hybrid systems gives a useful suboptimal controller (Bemporad and Morari, 1999). In MPC the predicted cost function over a future control horizon is minimized at each sampling instant with respect to the control sequence. Model predictive control cannot be solved in real time. A prohibitively high computational burden, and the many realistic processes this may, however, result in line solution of a mixed integer nonlinear program-(MINLP) problem at each sampling period. For many realistic processes this may, however, result in a prohibitively high computational burden, and the MPC strategy cannot be solved in real time.

The MPC strategy for a hybrid system is defined by the following general optimization problem

\[
\min_{u_{n}(k|k)} J(x(k + j|k), u(k + j|k), \Delta u(k + j|k)) \quad (1)
\]

subject to

\[
x(k + j + 1|k) = f(x(k + j|k), u(k + j|k)) \quad (2a)
\]

\[
x_{\text{min}} \leq x(k + j + 1|k) \leq x_{\text{max}}, \quad j = 0, \ldots, n_{p} - 1 \quad (2b)
\]

\[
u(k + j|k) \in [u_{c,\text{min}}, u_{c,\text{max}}] \times [u_{d,\text{min}}, u_{d,\text{max}}], \quad j = 0, \ldots, n_{p} - 1 \quad (2c)
\]

where \(U_{n}(k|k)\) is a sequence of control inputs, \(u(k|k), \ldots, u(k + n_{p} - 1|k)\). Here \(u(k + j|k)\) denotes the input \(u(k + j)\) calculated from information available at time instant \(k\). Furthermore, \(\Delta u(k + j|k) = u(k + j|k) - u(k + j - 1|k)\). The cost function in (1) typically includes setpoint deviations and input variance. The process behavior is predicted by using the process model (2a). Possible hard constraints on state variables and inputs are included in (2b) and (2c), respectively. The optimization problem is solved at each sampling instant and the first input in the sequence is implemented.

3. EXPLICIT MPC

One approach for reducing the on-line computations of MPC is to describe the strategy defined by the MPC using a function approximator, such as an artificial neural network (Parisini and Zoppoli, 1995). The MPC optimizations can then be performed off line to generate the training data, whereas only the approximator is applied in real-time operation.

3.1 Mathematical formulation

The MPC strategy can be characterized in the form:

\[
u_{i}^{f}(k) = g_{i}^{f,\text{MPC}}(x(k)) \quad (3)
\]

\[
u_{i}^{d}(k) = \text{dsc}(g_{i}^{d,\text{MPC}}(x(k))) \quad (4)
\]

where the functions \(g_{i}^{f,\text{MPC}}(x(k))\) and \(g_{i}^{d,\text{MPC}}(x(k))\), implicitly defined by the MPC optimization, describe the functional relationship of the continuous- and discrete-valued control signals, respectively. The dsc operator gives only discrete values to the output. The approximated MPC can be described as:

\[
u_{i}^{f}(k) = g_{i}^{f,\text{APP}}(x(k); w^{f}) \quad (5)
\]

\[
u_{i}^{d}(k) = \text{dsc}(g_{i}^{d,\text{APP}}(x(k); w^{d})) \quad (6)
\]

where \(w^{f}\) and \(w^{d}\) denote vectors of parameters that need to be determined. The approximation errors are defined as:

\[
\Delta_{i}^{f}(x) = g_{i}^{f,\text{APP}}(x; w^{f}) - g_{i}^{f,\text{MPC}}(x) \quad (7)
\]

\[
\Delta_{i}^{d}(x) = \text{dsc}(g_{i}^{d,\text{APP}}(x; w^{d})) - \text{dsc}(g_{i}^{d,\text{MPC}}(x)) \quad (8)
\]

The objective is to minimize the approximation errors for a set of training data, generated with the MPC controller, by adjusting the parameters and structure of the functions \(g_{i}^{f,\text{APP}}(x; w^{f})\) and \(g_{i}^{d,\text{APP}}(x; w^{d})\).

3.2 The approximators

It was decided to use support vector machines (Vapnik, 1998) for the approximation task instead of neural networks in this study. Support vector machines (SVM) were introduced by Vapnik in the 1990s and can be used for solving classification and regression tasks. They are based on the principle of structural risk minimization, which ensures that the model complexity is not too high by minimizing the so-called VC-dimension (Vapnik, 1998). Within the SVM framework radial basis networks, feedforward neural networks as well as other kinds of models can be set up. A nice property of the SVM is that it yields a unique optimal solution of the resulting optimization problem.

When solving the classification problems, a decision surface of the form \(w^{T}\phi(x) + b = 0\) is sought. The basis function \(\phi(x)\) maps the inputs to a high dimensional feature space. In the support vector formulation the cost function

\[
\min_{w, b, \xi} \left\{ \frac{1}{2}w^{T}w + C \sum_{i=1}^{l} \xi_{i} \right\} \quad (9)
\]

is minimized subject to the constraints

\[
y_{i}(w^{T}\phi(x_{i}) + b) \geq 1 - \xi_{i} \quad (10a)
\]

\[
\xi_{i} \geq 0, \quad i = 1, \ldots, l \quad (10b)
\]

where \(x_{i}\) represents an input vector in the data set and \(y_{i}(= \pm 1)\) the corresponding scalar output. In practice the solution of the SVM optimization problem is solved by introducing a dual problem that arises...
after the inclusion of Lagrange multipliers. For the classification case this yields the decision function

\[ f_d(x) = \text{sgn}(\sum_{i=1}^{l} y_i \alpha_i \phi(x_i)^T \phi(x) + b) \]  \hspace{1cm} (11)

where the \( \alpha_i \) are the Lagrange multipliers of the dual problem and \( l \) is the number of support vectors. The support vectors are data vectors selected from the training set to form the basis of the model. When solving the dual problem it turns out that the basis function \( \phi(x_i) \) is only present as an inner product in the solution

\[ K(x_i, x) = \phi(x_i)^T \phi(x) \]  \hspace{1cm} (12)

Hence only the kernel function \( K(x_i, x) \) needs to be known and the basis functions \( \phi(x_i) \) are not used explicitly (the “kernel trick”).

Several kernels have been proposed and the following are just examples sampled from the plethora.

\[
\begin{align*}
K(x_i, x) &= \exp(-\gamma \|x - x_i\|^2) \quad (13a) \\
K(x_i, x) &= \tanh(\beta_0 x^T x_i + \beta_1) \quad (13b) \\
K(x_i, x) &= (\beta_0 x^T x_i + \beta_1)^p \quad (13c) \\
K(x_i, x) &= x^T x_i \quad (13d)
\end{align*}
\]

The gaussian kernel (13a) gives rise to a radial basis network. With a sigmoidal kernel (13b) perceptron networks much like like feedforward 2-layer neural networks can be designed within the SVM framework. Also polynomial and linear kernels (13c, 13d) can be used.

Sometimes classification problems include multiple classes whereas the standard SVM formulation only handles two. One way to solve the multi-class problem is to use the so-called one-against-one scheme with voting (Hsu and Lin, 2002). In general this means that

\[ n_m = \left( \frac{n_c}{2} \right) = \frac{n_c(n_c - 1)}{2} \]  \hspace{1cm} (14)

machines have to be trained, where \( n_c \) is the number of classes. Out of the \( n_c \) classes, the class that gets the most votes will be output from the classifier.

Regression problems, arising from the approximation of the continuous control variables, have the primal cost function

\[
\min_{w, \xi} \left\{ \frac{1}{2} w^T w + C \sum_{i=1}^{l} \xi_i^2 + C \sum_{i=1}^{l} \xi_i^* \right\} \]  \hspace{1cm} (15)

subject to the constraints

\[
\begin{align*}
w^T \phi(x_i) + b - y_i &\leq \varepsilon + \xi_i \quad (16a) \\
y_i - w^T \phi(x_i) + b &\leq \varepsilon + \xi_i^* \quad (16b) \\
\xi_i, \xi_i^* &\geq 0, \quad i = 1, \ldots, l \quad (16c)
\end{align*}
\]

4. EXAMPLE

In this work the explicit MPC approach for hybrid systems is applied to a two-tank configuration depicted in Fig. 1. The control objective is to keep the temperature in the second tank at its setpoint while keeping the levels of the tanks within preset limits. The system, which was first studied by Slupphaug et al. (1998), is controlled by two on/off valves, a heater and a pump. The pump has three operational levels (off, medium, high). The temperature in the second tank of the studied simulated system is to be setpoint controlled while the two levels are allowed to vary between preset limits (hard constraints). The temperature in the first tank is not controlled. The system is described by the mass and energy balances (Slupphaug et al., 1998)

\[
\begin{align*}
\dot{h}_1 &= \frac{1}{A_b} (v_1 u_1^d - \alpha u_2^d) \quad (18a) \\
\dot{T}_1 &= \frac{1}{A_b h_1} (v_2 - T_1) v_1 u_1^d \quad (18b) \\
\dot{h}_2 &= \frac{1}{A_r} (\alpha u_2^d - v_3 u_2^d) \quad (18c) \\
\dot{T}_2 &= \frac{1}{A_r h_2} (T_1 - T_2) \alpha u_2^d + \frac{u_2^d}{c_p T_1} \quad (18d)
\end{align*}
\]

where the variables are defined in Table 1 and the model parameters are given in Table 2.

<table>
<thead>
<tr>
<th>States, inputs and disturbances</th>
</tr>
</thead>
<tbody>
<tr>
<td>( h_1, h_2 ) Buffer and supply levels</td>
</tr>
<tr>
<td>( T_1, T_2 ) Buffer and supply temperatures</td>
</tr>
<tr>
<td>( u_1^d ) Heater (superscript c for continuous)</td>
</tr>
<tr>
<td>( u_2^d ) Pump (superscript d for discrete)</td>
</tr>
<tr>
<td>( u_3^d, u_4^d ) Inlet- and outlet-valves</td>
</tr>
<tr>
<td>( v_1 ) Inflow</td>
</tr>
<tr>
<td>( v_2 ) Temperature of inflow</td>
</tr>
<tr>
<td>( v_3 ) Outflow</td>
</tr>
</tbody>
</table>

By defining a state vector \( x = [h_1, T_1, h_2, T_2]^T \), along with inputs \( u \) and disturbances \( v \), the process model (18) can be written compactly as

\[ \dot{x} = f(x, u, v) \]  \hspace{1cm} (19)
which can be discretized by using Euler’s approximation,

$$x(k+1) = x(k) + \sigma f(x(k), u(k), v(k))$$

(20)

where \( \sigma = 15 \) s is the sampling time. In this study it is assumed that the disturbances \( v(k) \) are unmeasured and at their nominal values, \( v_0 \).

The MPC strategy can be defined similarly to (1). Here we have the optimization problem

$$\min_{u(k), \ldots, u(k+n_u-1)} \{ J_1 + J_2 + J_3 \}$$

(21)

subject to

$$h_{\min} \leq h_1(k + j | k) \leq h_{\max}, \quad j = 1, \ldots, n_p$$

(22a)

$$h_{\min} \leq h_2(k + j | k) \leq h_{\max}, \quad j = 1, \ldots, n_p$$

(22b)

$$u(k + j | k) \in [0, u_{1,\max}] \times [0, 1] \times \{ 0, 1 \}^2, \quad j = 0, \ldots, n_u - 1$$

(22c)

$$u(k + j | k) = u(k + j - 1 | k), \quad j = n_u, \ldots, n_p - 1$$

(22d)

The individual terms in the cost function are defined as

$$J_1 = \sum_{j=0}^{n_u-1} (T_2(k+1+j|k) - T_{\text{set}}(k))^2$$

(23a)

$$J_2 = \sum_{j=0}^{n_u-1} (u_d(k + j | k) - u_0^d)^T R (u_d(k + j | k) - u_0^d)$$

(23b)

$$J_3 = \sum_{j=0}^{n_u-1} \Delta u(k + j | k)^T Q \Delta u(k + j | k)$$
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Table 3. Number of parameters in the approximations.

<table>
<thead>
<tr>
<th>( u'_1 )</th>
<th>( u'_2 )</th>
<th>( u'_3 )</th>
<th>( u'_4 )</th>
<th>( u'_5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1745</td>
<td>1836</td>
<td>2</td>
<td>81</td>
<td></td>
</tr>
</tbody>
</table>

The SVM that were to compute \( u'_2(k) \) was given a total of nine inputs: the state vector, the setpoint and previous input values. In addition to these inputs, the support vector machines controlling the heater and the outlet valve were given the present pumping level \( u'_2(k) \), as this information clearly is relevant for the temperature and level control of the second tank.

For the binary and integer inputs, support vector classifiers were used, and the continuous control input was approximated by support vector regression. The training of the SVMs was performed with the LIBSVM software (Chang and Lin, 2001), which uses a numerically powerful decomposition method much like the method by Platt (1999). The decomposition method for the SVMs made it possible to use quite large data sets.

There are some open parameters in the SVMs that need to be determined outside of the main optimization. They are the width parameter of the gaussians \( \gamma \), the weighting factor between model complexity and performance \( C \), and for the regression case also \( \epsilon \), i.e. the threshold value for the residuals to contribute to the cost function (cf. equations (16a) and (16b)). The best values for the first two parameters were determined by performing a grid search on test data. For the regression model the threshold \( \epsilon = 0.1 \) was used, and the optimum \( \gamma = 0.03 \) \((C = 1000)\). For the pump \( \gamma = 0.01 \) \((C = 10)\) was used and for the outlet valve a linear kernel was used \((C = 100)\).

The number of parameters in the SVM controllers are given in Table 3. The SVMs tend to give rather large models with the number of support vectors as high as one third of the number of patterns. These large models are somewhat computationally intensive but the SVM computations are still fast compared to the MPC computations.

The approximators were tested on the process by simulating the same setpoint changes and disturbances that were tested on the MPC. As can be seen in Fig. 4 the SVM controller has succeeded in controlling the temperature to its setpoint while keeping the tank levels within the allowed limits. The corresponding control inputs are shown in Fig. 5.

Fig. 4. Simulation results with SVM control: states.

The total and individual costs incurred during the simulation sequence are summarized in Table 4. The total costs are comparable for the two controllers, but interestingly the SVM controller actually has a lower cost than the MPC controller in this simulation. This is largely attributed to the high input variance cost \( J_3 \) of the MPC. The SVM controller, on the other hand, has a higher cost for the deviation from the nominal state of the inputs, \( J_2 \). Since the MPC has a limited prediction horizon it is entirely possible for another controller to outperform it on an actual simulation sequence. However, in this case the other controller was trained to mimic the behavior of the MPC and in that respect the results are a little surprising. The fact that the SVM model has approximation errors can explain these result even though it seems more likely that an approximation error would cause a deterioration of the control results — not an improvement.

Another way to compare the SVM controller with the MPC is to calculate the minimum of the cost function in (21) at each sampling instant. This is illustrated in Fig. 6. It is seen that the MPC cost is lower for the MPC than for the SVM controller, which is to be expected since the MPC optimizes this particular cost. For some samples at the end of the run, however, the cost for the SVM is lower than that of the MPC. The explanation for this is that the MPC does not allow any constraint violations during the prediction horizon.

Table 4. Costs using the two controllers.

<table>
<thead>
<tr>
<th></th>
<th>MPC</th>
<th>SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>( J_1 )</td>
<td>100.77</td>
<td>70.32</td>
</tr>
<tr>
<td>( J_2 )</td>
<td>81.40</td>
<td>159.80</td>
</tr>
<tr>
<td>( J_3 )</td>
<td>149.58</td>
<td>71.64</td>
</tr>
<tr>
<td>( J_{tot} )</td>
<td>331.75</td>
<td>301.76</td>
</tr>
</tbody>
</table>
while there is no guarantee that this is the case for the SVM controller. This reduces the freedom of the MPC compared to the SVM controller and may result in cases where the SVM controller has lower cost than the MPC.

The sensitivity of the parameter values $\gamma$ and $C$ of the approximator of the pump controller on the overall cost for the simulation sequence was also investigated. This is illustrated in Fig. 7. As can be seen the surface is rather flat around the optimal values, indicating that the control results are not excessively sensitive to changes in these parameters.

The main reason for approximating the control strategy is to reduce the on-line computational burden of the controller. The simulations were performed on a PC with a 2.4 GHz Pentium IV processor and the operations were timed. The simulation time was greatly reduced with the approximator. The total computation time for the MPC was 7500 s while it was only 4.9 s for the SVM. The computational requirements of the MPC strategy vary from one sampling instant to the next and may therefore occasionally be too slow for real-time application.

5. CONCLUSIONS

In this work approximation techniques have been used to make an explicit MPC formulation for a hybrid system. Reasonable results compared to the original MPC controller were obtained, while achieving a significant reduction in on-line computations. It was observed that the approximation problem was rather complex and a potential drawback of the SVM approach is that it resulted in large models. The possibility to prune the SVM models remains a topic for further studies.
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