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Abstract: In this paper we consider the problem of global asymptotic stabilization with prescribed local behavior. We show that this problem can formulated in terms of control Lyapunov functions. Moreover, we show that if the local control law has been synthesized employing a LQ approach, then the associated Lyapunov function can be seen has the value function of an optimal problem with some specific properties. We illustrate these result on two specific classes of systems: backstepping and feedforward systems. Finally, we show how this framework can be employed when considering an orbital transfer problem.
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1. INTRODUCTION

The synthesis of a stabilizing control law for systems described by nonlinear differential equations has been the subject of great interest by the nonlinear control community during the last three decades. Depending on the structure of the model, some techniques are now available to synthesize control laws ensuring global and asymptotic stabilization of the equilibrium point.

For instance, we can refer to the popular backstepping approach (see Krstic et al. [1995], Andrieu and Praly [2008] and the reference therein), or the forwarding approach (see Mazenc and Praly [1996], Jankovic et al. [1996], Praly et al. [2002]) and some others based on energy considerations or dissipativity properties (see Kokotović and Arcak [2001] for a survey of the available approaches).

Although the global asymptotic stability of the steady point can be achieved in some specific cases, it remains difficult to address in the same control objective performance issues of a nonlinear system in a closed loop. However, when the first order approximation of the nonlinear model is considered, some performance aspects can be addressed by using linear optimal control techniques (using LQ controller for instance).

Hence, it is interesting to raise the question of synthesizing a nonlinear control law which guarantees the global asymptotic stability of the origin while ensuring a prescribed local linear behavior.

In the present paper we consider this problem. In a first section we will motivate this control problem and we will consider a first strategy based on the design of a uniting control Lyapunov function. We will show that this is related to an equivalent problem which is the design of a control Lyapunov function with prescribed quadratic approximation around the origin. In a second part of this paper, we will consider the case in which the prescribed local behavior is an optimal LQ controller. In this framework, we investigate what type of performance is achieved by the control solution to the stabilization with prescribed local behavior. In a third part we consider two specific classes of systems and show how the control with prescribed local behavior can be solved. Finally in the third part of the paper, we consider a specific control problem which is the orbital transfer problem. Employing the Lyapunov approach of Kellett and Praly in Kellett and Praly [2004] we will exhibit a class of costs for which the stabilization with local optimality can be achieved.

2. STABILIZATION WITH PRESCRIBED LOCAL BEHAVIOR

To present the problem under consideration, we introduce a general controlled nonlinear system described by the following ordinary differential equation:

\[ \dot{x} = \Phi(x, u) , \]

with the state \( x \in \mathbb{R}^n \) and \( \Phi: \mathbb{R}^n \times \mathbb{R}^p \to \mathbb{R}^n \) is a \( C^1 \) function such that \( \Phi(0,0) = 0 \) and \( u \) is a scalar control input. For this system, we can introduce the two matrices describing its first order approximation which is assumed to be stabilizable:

\[ A := \frac{\partial \Phi}{\partial x}(0,0) , \quad B := \frac{\partial \Phi}{\partial u}(0,0). \]

For system (1), the problem we intend to solve can be described as follows:

**Global asymptotic stabilization with prescribed local behavior:** Assume the linear state feedback law \( u = K_x x \) stabilizes the first order approximation of system (1). We are looking for a stabilizing control law \( u = \alpha_o(x) \), with \( \alpha_o : \mathbb{R}^n \to \mathbb{R}^p \), differentiable at \( 0 \) such that:

1. The origin of the closed-loop system \( \dot{x} = \Phi(x, \alpha_o(x)) \) is globally and asymptotically stable;
2. The first order approximation of the control law \( \alpha_o \) satisfies the following equality.
This problem has already been addressed in the literature. For instance, it is the topic of the papers Ezal et al. [2000], Sahinou et al. [2012], Benachour et al. [2011]. Note moreover that this problem can be related to the problem of uniting a local and a global control laws as introduced in Teel and Kapoor [1997] (see also Prieur [2001]).

In this paper, we restrict our attention to the particular case in which the system is input affine.

3. LOCALLY OPTIMAL AND GLOBALLY INVERSE OPTIMAL CONTROL LAWS

If one wants to guarantee a specific behavior on the closed loop system, one might want to find a control law which minimizes a specific cost function. More precisely, we may look for a stabilizing control law which minimizes the criterion

\[ J(x, u) = \int_0^{+\infty} q(X(x, t; u)) + u(x, t)^T r(X(x, t; u)) u(x, t) dt \]

where \( X(x, t; u) \) is the solution of the system (3) initiated from \( x \) at \( t = 0 \) and employing the control \( u(x, t), q : \mathbb{R}^n \to \mathbb{R}_+ \) is a continuous function and \( r \) is a continuous function which values \( r(x) \) are symmetric positive definite matrices.

The control law which solves this minimization problem (see Sepulchre et al. [1997]) is given as

\[ u = -\frac{1}{2} r(x)^{-1} L_b V(x) , \]

where \( V : \mathbb{R}^n \to \mathbb{R}_+ \) is the solution with \( V(0) = 0 \) to the following Hamilton-Jacobi-Bellman equation for all \( x \) in \( \mathbb{R}^n \)

\[ q(x) + L_b V(x) - \frac{1}{4} L_b V(x) r(x)^{-1} L_b V(x)' = 0 . \]

Given a function \( q \) and a function \( r \), it is in general difficult or impossible to solve the so called HJB equation. However, for linear system, this might be solved easily. If we consider the first order approximation of the system (3), and given a positive definite matrix \( R \) and a positive semi definite matrix \( Q \) we can introduce the quadratic cost:

\[ J(x, u) = \int_0^{+\infty} [X(x, t; u)' Q X(x, t; u)] + u(x, t)' Ru(x, t) ] dt , \]

In this context, solving the HJB equation can be rephrased in solving the algebraic HJB equation given as

\[ P a + A' P - P B R^{-1} B' P + Q = 0 . \]

It is well known that provided, the couple \((A, B)\) is controllable, it is possible to find a solution to this equation. Hence, for the first order approximation, it is possible to solve the optimal control problem when considering a cost in the form of (9).

From this discussion, we see that an interesting control strategy is to solve the stabilization with prescribed local behavior with the local behavior obtained solving LQ control strategy. Note however that once we have solved this problem, one may wonder what type of performance has been achieved by this new control law. The following Theorem addresses this point and is inspired from Sepulchre et al. [1997] (see also Praly [2008]). Following Theorem 1, this one is given in terms of control Lyapunov functions.

**Theorem 2** (Local optimality and global inverse optimality). Given two positive definite matrices \( R \) and \( Q \). Assume there exists a \( C^2 \) proper positive definite function \( V : \mathbb{R}^n \to \mathbb{R}_+ \) such that the following two properties hold.

- The matrix \( P := H(V)(0) \) is positive definite matrix and satisfies the following equality.
  \[ P a + A' P - P B R^{-1} B' P + Q = 0 ; \]
  - Artstein condition is satisfied (see (5)).

Then there exist \( q : \mathbb{R}^n \to \mathbb{R}_+ \) a continuous function, \( C^2 \) at zero and \( r \) a continuous function which values \( r(x) \) are symmetric positive definite matrices such that the following properties are satisfied.

- **The function \( q \) and \( r \) satisfy**

\[ \frac{\partial \alpha_o}{\partial X}(0) = K_o . \]
\[ H(q)(0) = 2Q, \; r(0) = R; \quad (12) \]
- The function \( V \) is a value function associated to the cost (6). More precisely, \( V \) satisfies the HJB equation (8).

This proof is inspired from some of the results of Praly [2008] and can be found in the long version of this paper Benachour and Andrieu [2013].

This Theorem establishes that if we solve the stabilization with a prescribed local behavior, we may design a control law \( u = \alpha_o(x) \) such that this one is solution to an optimal control problem and such that the local approximation of the associated cost is exactly the one of the local system. This framework has already been studied in the literature in Ezal et al. [2000]. In this paper is addressed the design of a backstepping with a prescribed local optimal control law. In our context, we get a Lyapunov sufficient condition to design a globally and asymptotically stabilizing optimal control law with prescribed local cost function.

**Corollary 1** (Locally optimal control design). Consider two positive definite matrices \( R \) and \( Q \) respectively in \( \mathbb{R}^{m \times m} \) and \( \mathbb{R}^{n \times n} \). Assume there exists a \( C^2 \) proper positive definite function \( V : \mathbb{R}^n \rightarrow \mathbb{R}_+ \) such that the following properties hold.

- The matrix \( P := \frac{1}{2}H(V)(0) \) is positive definite matrix and satisfies
  \[ PA + A'P - PB R^{-1}B'P + Q = 0; \quad (13) \]
- Artstein condition is satisfied (see (5)).

Then there exist \( q \), \( r \) and \( \alpha_o \) which is solution to an optimal control problem with cost \( J(x, u) \) defined in (6), with \( q \) and \( r \) which satisfy (12).

### 4. SOME PARTICULAR CLASSES OF SYSTEMS

In this Section we consider several classes of system and show what type of local optimal control problem can be solved.

#### 4.1 Strict feedback form

Following the work of Ezal et al. [2000], consider the case in which system (3) with state \( x = (y, x) \) can be written in the following form

\[ \dot{y} = h(y, x), \quad \dot{x} = f(y, x) + g(y, x)u; \quad (14) \]

with \( y \) in \( \mathbb{R}^n \), \( x \) in \( \mathbb{R} \) and \( g(y, x) \neq 0 \) for all \((y, x)\).

In this case, the first order approximation of the system is

\[ A = \begin{bmatrix} H_1 & H_2 \\ F_1 & F_2 \end{bmatrix}, \quad B = \begin{bmatrix} 0 \\ G \end{bmatrix}, \quad (15) \]

with \( H_1 = \frac{\partial h}{\partial y}(0, 0), \quad H_2 = \frac{\partial h}{\partial x}(0, 0), \quad F_1 = \frac{\partial f}{\partial y}(0, 0), \quad F_2 = \frac{\partial f}{\partial x}(0, 0), \quad G = g(0, 0). \]

For this class of system we make the following assumption.

**Assumption 1.** For all \( K_y \) in \( \mathbb{R}^{n \times n} \) such that \( H_1 + H_2 K_y \) is Hurwitz, there exists a smooth function \( \alpha_y : \mathbb{R}^n \rightarrow \mathbb{R} \) such that the following holds.

- The origin is a globally asymptotically stable equilibrium for
  \[ \dot{y} = h(y, \alpha_y(y)); \]
- The function \( \alpha_y \) satisfies \( \frac{\partial \alpha_y}{\partial y}(0) = K_y \).

This assumption establishes that the stabilization with prescribed local behavior is satisfied for the \( y \) subsystem seeing \( x \) as the control input.

For this class of system, we have the following theorem which can already be found in Ezal et al. [2000].

**Theorem 3** (Backstepping Case). Let \( K_y \) in \( \mathbb{R}^{p \times n} \) be a matrix such that \( A + B K_y \) is Hurwitz with \( A \) and \( B \) defined in (15). Then there exists a smooth function \( \alpha_o : \mathbb{R}^n \rightarrow \mathbb{R}^p \) which solves the global asymptotic stabilization with prescribed local behavior.

Note that with Corollary 1, this theorem establishes that given \( Q \), a positive definite matrix in \( \mathbb{R}^{n \times n} \), and \( R \), a positive real number, there exist \( q \), \( r \) and \( \alpha_o \) which is solution to an optimal control problem with cost \( J(x, u) \) defined in (6), with \( q \) and \( r \) which satisfy (12). In other words we can design a globally and asymptotically stabilizing optimal control law with prescribed local cost function.

#### 4.2 Feedforward form

Following our previous work in Benachour et al. [2011], consider the case in which the system with state \( x = (y, x) \) can be written in the form

\[ \dot{y} = h(x), \quad \dot{x} = f(x) + g(x)u; \quad (16) \]

with \( y \) in \( \mathbb{R} \), \( x \) in \( \mathbb{R}^n \). Note that to oppose to what has been done in the previous subsection, now the state component \( y \) is a scalar and \( x \) is a vector. Note moreover that the functions \( h, f \) and \( g \) do not depend of \( y \). This restriction on \( h \) has been partially removed in our recent work in Benachour et al. [2013].

The first order approximation of the system is denoted by

\[ \bar{A} = \begin{bmatrix} 0 & H \\ 0 & F \end{bmatrix}, \quad \bar{B} = \begin{bmatrix} 0 \\ G \end{bmatrix}, \quad (17) \]

with \( H = \frac{\partial h}{\partial x}(0), \quad F = \frac{\partial f}{\partial x}(0), \quad G = g(0) \).

For this class of system we make the following assumption.

**Assumption 2.** For all \( K_x \) in \( \mathbb{R}^n \) such that \( F + G K_x \) is Hurwitz, there exists a smooth function \( \alpha_x : \mathbb{R}^n \rightarrow \mathbb{R} \) such that the following holds.

- The origin is a globally asymptotically stable equilibrium for
  \[ \dot{x} = f(x) + g(x)\alpha_x(x); \]
- The function \( \alpha_x \) satisfies \( \frac{\partial \alpha_x}{\partial x}(0) = K_x \).

This assumption establishes that the stabilization with prescribed local behavior is satisfied for the \( x \) subsystem.

With this Assumption we have the following theorem which proof can be found in Benachour et al. [2011].

**Theorem 4** (Forwarding Case). Let \( K_a \) in \( \mathbb{R}^{p \times n} \) be a vector such that with \( A \) and \( B \) defined in (17) the matrix \( A + B K_y \) is Hurwitz. Then there exists a smooth function \( \alpha_o : \mathbb{R}^n \rightarrow \mathbb{R}^p \) which solves the global asymptotic stabilization with prescribed local behavior.

Similarly to the backstepping case, with Corollary 1), this theorem establishes that given \( Q \), a positive definite matrix in \( \mathbb{R}^{n \times n} \), and \( R \), a positive real number, there exists \( q \), \( r \) and \( \alpha_o \) which is solution to an optimal control problem.
with cost \( J(x, u) \) defined in (6), with \( q \) and \( r \) which satisfy (12). Consequently, similarly to the backstepping case, we can design a globally and asymptotically stabilizing optimal control law with prescribed local cost function.

5. ILLUSTRATION ON THE ORBITAL TRANSFER PROBLEM

As an illustration of the results described in the previous sections, we consider the problem of designing a control law which ensures the orbital transfer of a satellite from one orbit to another. In this section we consider the approach developed in Kellett and Praly [2004] where a bounded stabilizing control law was developed. More precisely, we study the class of optimal control law (in the LQ sense) that can be synthesized. This may be of interest since, as mentioned in Bombrun [2007], it is difficult to consider performance issues with this control law.

Following Kellett and Praly [2004], let \((a, e, \omega, \vartheta, i, f)\) be the orbital parameters of the space vehicle. Consider the state variable

\[
\begin{align*}
\dot{p} &= 2kp^2 \cos \theta,
\dot{e}_x &= k[Z \sin(L)u_x + Au_y - e_y Y u_h],
\dot{e}_y &= k[-Z \cos(L)u_x + Bu_y + e_x Y u_h],
\dot{L} &= \sqrt{\frac{\mu}{p^3}} Z^2 + KY u_h,
\dot{h}_x &= \frac{k}{k} X \cos(L) u_h,
\dot{h}_y &= \frac{k}{k} X \sin(L) u_h,
\end{align*}
\]

where

\[
\begin{align*}
k &= \sqrt{\frac{1}{\mu Z}}, \quad Z = 1 + e \cos(f)
A &= e_x + (1 + Z) \cos(L)
B &= e_y + (1 + Z) \sin(L)
X &= 1 + h_x^2 + h_y^2
Y &= h_x \sin(L) - h_y \cos(L)
\end{align*}
\]

The control objective is to achieve asymptotic stabilization of the system to an equilibrium with parameter \( p = p_0, e_x = e_y = h_x = h_y = 0 \) and \( L(t) = L_0(t) \) given by

\[
L_0(t) = \sqrt{\frac{\mu}{p_0^3}} t \quad \text{(mod } 2\pi).\]

As mentioned in Kellett and Praly [2004], this is a circular orbit in the equatorial plane. Contrary to what has been done in Kellett and Praly [2004], in order to simplify the presentation, we do not consider input saturation constraint.

Consider the rotation matrix

\[
R(L) = \begin{bmatrix} \cos(L) & \sin(L) \\ -\sin(L) & \cos(L) \end{bmatrix},
\]

and the new coordinates

\[
x_1 = L - L_0, \quad x_2 = \frac{p_0}{p}(x_2) - 1, \quad x_3 = -\sqrt{\frac{p}{p_0}} x_3,
\]

with \( q \) and \( r \) which satisfy (12). Consequently, similarly to the backstepping case, we get the following orbital transfer model described by the following sixth order system:

\[
\begin{align*}
\dot{\bar{x}}_1 &= \frac{\sqrt{\frac{\mu}{p_0}} x_3^2(1 + x_2)^2 - \sqrt{\frac{\mu}{p_0}} - x_4}{\mu} - \frac{x_4}{\mu} x_6 u_h, \\
\dot{\bar{x}}_2 &= -\sqrt{\frac{\mu}{p_0}}(1 + x_2)^2 x_3, \\
\dot{\bar{x}}_3 &= -\sqrt{\frac{\mu}{p_0}}(1 + x_2)^2 \left[ \frac{\sqrt{\mu}}{p_0} (1 + x_2) - 1 \right] + \sqrt{\frac{p_0}{\mu}} x_r, \\
\dot{\bar{x}}_4 &= 2\frac{\sqrt{\mu}}{p_0} \left[ \frac{\sqrt{\mu}}{p_0} \frac{x_3^2}{\mu} \frac{1}{1 + x_2} \right], \\
\dot{\bar{x}}_5 &= \frac{\sqrt{\mu}}{p_0}(1 + x_2)^2 x_6 + \frac{p_0}{\sqrt{\mu}} x_5 x_6 u_h, \\
\dot{\bar{x}}_6 &= -\frac{\sqrt{\mu}}{p_0}(1 + x_2)^2 x_5 + \frac{p_0}{\sqrt{\mu}} x_6 x_6 u_h.
\end{align*}
\]

In compact form, the previous system is simply:

\[
\dot{x} = A(x) + B_r(x) u_r + B_g(x) u_g + B_h(x) u_h.
\]

The first order approximation of this system around the equilibrium is given as

\[
A = \sqrt{\frac{\mu}{p^3}} \begin{bmatrix} 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
\end{bmatrix},
\]

and

\[
B = \sqrt{\frac{p_0}{\mu}} \begin{bmatrix} 0 & 0 & 0 \\
0 & 0 & 0 \\
1 & 0 & 0 \\
0 & 0 & 1 \\
0 & 0 & 1 \\
0 & 0 & 1 \\
\end{bmatrix}.
\]

Note that these matrices can be rewritten as

\[
A = \text{diag}(\tilde{A}, A_1), \quad \tilde{A} = \begin{bmatrix} A_0 & A_2 \\
0 & 0 & 0 \end{bmatrix}, \quad \text{diag}(\tilde{B}, B_2), \quad \tilde{B} = \begin{bmatrix} 0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \end{bmatrix}.
\]

where

\[
A_0 = \sqrt{\frac{\mu}{p_0}} \begin{bmatrix} -\frac{3}{2p_0} & 0 & 2 \\
0 & 0 & 1 \\
0 & 0 & 1 \end{bmatrix}, \quad A_1 = \begin{bmatrix} 0 & 0 & \sqrt{\frac{\mu}{p_0}} \\
-\sqrt{\frac{\mu}{p_0}} & 0 & 0 \end{bmatrix}, \quad \text{and},
\]
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The control strategy developed in Kellett and Praly [2004] was to successively apply backstepping, forwarding and dissipativity properties.

With the tools developed in the previous sections, we are able to solve the locally optimal control problem for a specific class of quadratic costs as described by the following theorem.

**Theorem 5 (Locally optimal stabilizing control law).** Given $Q_0$ a positive definite matrix in $\mathbb{R}^{3 \times 3}$ and $R_0$ in $\mathbb{R}_+$. Let $P_0$ be the solution of the (partial) algebraic Riccati equation:

$$A_2 = \sqrt{\frac{\mu}{\rho_0}} \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}, \quad B_0 = \sqrt{\frac{\rho_0}{\mu}} \begin{bmatrix} 0 \\ 1 \\ 0 \end{bmatrix}, \quad B_2 = \sqrt{\frac{\rho_0}{\mu}} \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix}.$$

Then for all positive real numbers $R_0, R_1, R_2, \rho_1, \rho_2$ such that the matrix

$$Q = \text{diag} \{ \tilde{\rho}_1 \rho_2^2 R_2 R_0^{-1} B_2^t, \tilde{\rho}_2 \rho_1^2 R_1^{-1} \}$$

is positive, there exists $q$ and $r$ and a globally asymptotically stabilizing control law $(u_r, u_q, u_b)$ which is solution to an optimal control problem with cost $J(x, u)$ defined in (6), with $q$ and $r$ which satisfy (12).

**Proof:** First of all, when $u_b = u_h = 0$ and when $x_4 = p_0$, then the dynamics of the $(x_1, x_2, x_3)$ subsystem satisfies

$$\begin{cases} \dot{x}_1 = \sqrt{\frac{\mu}{\rho_0}} [(1 + x_2)^2 - 1] \\ \dot{x}_2 = -\sqrt{\frac{\mu}{\rho_0}} (1 + x_2)^2 x_3 \\ \dot{x}_3 = \sqrt{\frac{\mu}{\rho_0}} (1 + x_2)^2 x_3 + \sqrt{\frac{\rho_0}{\mu}} u_r \end{cases} \quad (21)$$

It can be noticed setting $y := x_3$ and $z := x_2$ the $(x_2, x_3)$ subsystem is in the strict feedback form (14). Note that employing Theorem 3, it yields that for this system all locally stabilizing control can be achieved.

Moreover, setting $y := x_1$ and $z := (x_2, x_3)$ the $(x_1, x_2, x_3)$ subsystem in the feedforward form (16).

Note that employing Theorem 4, it yields that for this system all locally stabilizing control behaviors can be achieved.

Hence, with Theorem 1, it yields that given $P_0$ which by (20) is a CLF for the first order approximation of the system (21) there exists a smooth function $V_0 : \mathbb{R}^3 \to \mathbb{R}_+$ such that

- $V_0$ is a CLF for the $(x_1, x_2, x_3)$ subsystem while considering the control $u_r$ and when $x_4 = p_0$, i.e. for the system (21):
- $V_0$ is locally quadratic and satisfies \( H(V_0)(0) = 2P_0 \).

Let $\tilde{V} : \mathbb{R}^4 \to \mathbb{R}_+$ be the function defined by

$$\tilde{V}(x_1, x_2, x_3, x_4) = V_0(x_1, x_2, x_3) + V_1(x_4),$$

with $V_1(x_4) = \rho_1(p_0 - x_4)^2$. Note that this function is such that

$$H(\tilde{V})(0, 0, 0, 0, p_0) = 2\tilde{P}, \quad \tilde{P} = \text{diag} \{ P_0, \rho_1 \}.$$

Employing (20), it can be checked that $\tilde{P}$ satisfies the (partial) algebraic HJB

$$\tilde{P}\hat{A} + \hat{A}^t \tilde{P} - \tilde{P}\hat{B} R^{-1} \hat{B}^t \tilde{P} + \tilde{Q} = 0,$$

with $\tilde{R} = \text{diag} \{ R_1, R_2 \}$. We will show that this function is also a control Lyapunov function when considering the $(x_1, x_2, x_3, x_4)$ subsystem in (19) with the control inputs $u_r$ and $u_b$. Consider the set of point in $\mathbb{R}_4$ such that $L_{b_0} \tilde{V}(x) = L_{b_0} \hat{V}(x) = 0$. Note that $L_{b_0} \hat{V}(x) = 0$ implies that $x_4 = p_0$. With the CLF property for the system (21), it yields that in this set $L_{a_0} \tilde{V}_0(x) < 0$ for all $(x_1, x_2, x_3, x_4 - p_0) \neq 0$. Consequently, $L_{a_0} \hat{V}(x) < 0$ for all $(x_1, x_2, x_3, x_4 - p_0) \neq 0$ such that $L_{b_0} \hat{V}(x) = L_{b_0} \hat{V}(x) = 0$. Hence with Theorem 2 we get the existence of $\tilde{q} : \mathbb{R}^4 \to \mathbb{R}_+$ a continuous function, $C^2$ at zero and $\tilde{r}$ a continuous function which values $r(x)$ are symmetric positive definite matrices such that:

- The function $\tilde{q}$ and $\tilde{r}$ satisfy the following property

$$H(\tilde{q})(0, 0, 0, p_0) = 2\tilde{Q}, \quad r(0, 0, 0, p_0) = \tilde{R}.$$

- The function $\tilde{V}$ is a value function associated to the cost (6) with $\tilde{q}$ and $\tilde{r}$. More precisely, $\tilde{V}$ satisfies the HJB equation (8) when considering the $(x_1, x_2, x_3, x_4)$ subsystem in (19).

Finally, let $V : \mathbb{R}^6 \to \mathbb{R}_+$ be defined by

$$V(x) = \tilde{V}(x_1, x_2, x_3, x_4) + V_2(x_5, x_6),$$

with $V_2(x_5, x_6) = \rho_2(x_5^2 + x_6^2)$. Moreover, consider $q$ the positive semi definite function $q$ defined as

$$q(x) = \tilde{q}(x_1, x_2, x_3, x_4) + \frac{1}{4}(L_{b_0} \hat{V}(x))^2 R_2^{-1},$$

and $r$ defined as

$$r(x) = \text{diag} \{ \tilde{r}(x, R_2) \}.$$

Note that the following properties are satisfied.

- The function $q$ and $r$ satisfy

$$H(q)(0) = 2Q, \quad r(0) = \text{diag} \{ R_1, R_2 \}; \quad (23)$$

- The function $V$ is a value function associated to the cost (6) with $q$ and $r$.

Hence, the control law (7) makes the time derivative of the Lyapunov function $\dot{V}$ nondecreasing and is also optimal with respect to cost defined from $q$ and $r$. Note however that we get a weak Lyapunov function. Nevertheless, following Kellett and Praly [2004], it can be shown that employing this Lyapunov function in combination with LaSalle invariance principle, global asymptotic stabilization of the origin of the system (19) with the control law (7) is obtained.

\[ \square \]

6. CONCLUSION

In this article we have developed a theory for constructing control laws having a predetermined local behavior. In a first step, we showed that this problem can be rewritten as an equivalent problem in terms of Lyapunov functions. In a second step we have demonstrated that when the local behavior comes from an (LQ) optimal approach, we can characterize a cost with specific local approximation that can be minimized. Finally, we have introduced two classes
of system for which we know how to build these locally optimal control laws.

All this theory has been illustrated on the problem of orbital transfer.
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