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Abstract: This paper proposes a novel method for sensor allocation based fault tolerant control. Fault tolerance is achieved with optimal combination of healthy sensor sources while the baseline controller remains unchanged. The measurements are subjected to various sensor dynamics, hence the resulting sensor allocation framework is also dynamic. The proposed approach can fit into a hierarchical fault tolerant control framework, where certain sensor faults are handled by the lower level allocation while more severe faults are handled by controller reconfiguration. The decision of which reconfiguration level has to be initiated in response to a fault is determined by a supervisor unit. The method is demonstrated on the simulation model of the Nasa AirStar test vehicle.

1. INTRODUCTION

A major trend in modern flight control system research for both manned and unmanned vehicles is the need to pursue improved reliability and environmental sustainability of safety critical systems. Faults and failures often result in loss of performance and may even in catastrophic harm or loss of life. For that reason, improving the safety and reliability of civil aircraft via improving the pilots or operators abilities to counteract the faults and provide them the same handling qualities as long as possible are important priorities. Reconfigurable control methods are one way to compensate for failures or damage of flight control system. This can be partially resolved by designing the control system to provide desired forces and moments, often the case in nonlinear dynamic inversion based control. It is also possible to adaptively estimate the control effectiveness and use that with the control distributor concept to allocate the available control effort. This is later transformed by a suitable control allocation method to surface deflections. It is also possible to treat the actuator faults by dynamic allocation. This is as well. Compared to the static allocation schemes, with dynamic allocators it is possible to eliminate the transients on the actuators caused by the configuration change.

Most reconfiguration methods are developed to handle actuator dynamics and very limited effort can be found in the literature to handle the sensor fault problem. Most of them are devoted to the virtual sensor approach. Where estimation based methods are used to replace the faulty measurement with its estimate. In other approaches estimate of the magnitude of sensor fault is used by the control scheme to accommodate faults by setpoint alteration. In Wu et al. [2006] sensor fault masking is used as a mean of FTC while redundancy is measured using the control reconfigurability proposed in Wu [2004]. More recently actuator and sensor faults are accommodated by parameter depending control scheme, where the controller is parameterized with the sensor fault magnitude in Cai and Wu [2010].

Commercial passenger jets have triple redundant sensor systems and so the likelihood of a catastrophic failure is extremely small but in very unlikely cases common mode failures have caused accidents in the past. The loss of the B-2 bomber in Guam is an interesting case where moisture in the Air Data System caused the miscalibration of several Pitot Transducer Units. This initiated a tightly coupled chain of events that culminated in the B-2s crash. Similar accidents have been reported where bird strike caused loss of pitot probes, considered also a common mode failure. While these accidents are very unlikely some form of contingency plan against them can further increase the level of aviation safety, by providing improved functionality for the pilot under failure operation. This might include the preserving of pilot aids like flight envelope protection instead of present day practice reverting to the direct law.

The aim of the paper is to present a dynamic sensor allocation based fault tolerant control strategy for commercial aircraft. The baseline control system is designed for the nominal dynamics of the aircraft with redundancy in the sensor measurements, while in the event of faults the sensor reallocation scheme is able to accommodate additional sensor measurements, subjected to different sensor characteristics in a dynamic manner. The proposed approach assumes a fault detection and isolation (FDI) algorithm running on-board the aircraft, which is able to identify the fault in time. FDI methods developed especially to detect aircraft sensor failures can be found e.g. in Berdjaga et al. [2012], van Eykeren and Chu [2013], van Eykeren et al. [2012], Alwi and Edwards [2011]. The design of the proposed reconfigurable control algorithm is based on Linear Time Invariant (LTI) systems but its extension to Linear Parameter-varying (LPV) control methods seems feasible to handle larger flight envelopes.

* The research leading to these results has received funding from the European Union Seventh Framework Programme (FP7/2007-2013) under grant agreement no. FP7-AAT-2012-314544.
Also the nullspace based methods in Varga [2009], used in the calculation of allocation strategy, have many similarities with the geometric methods of Balas et al. [2003] applied to LPV systems. The prime advantage of this approach is that baseline multivariable controller with stability and robustness guarantees remains unchanged during reconfiguration. The design is demonstrated on the simplezik simulator model of the NASA AirSTAR Flight Test Vehicle. The paper is organized as follows. Section 3 presents the proposed sensor reallocation procedure. In Section 4 and Section 5 introduce the model of the NASA AIRStar UAV and synthesis of the baseline controller. The simulation results are collected in Section 6. Conclusions are drawn in Section 7.

2. NOTATION

The notation used in the paper are fairly standard. The transfer function of a linear, time invariant system \( \dot{x} = Ax + Bu, y = Cx + Du \) is denoted by \( G(s) = \begin{bmatrix} \frac{A}{C} \end{bmatrix} \). If \( M \) is a constant or a transfer function matrix then we refer to its \((i, j)\)-th element, its \(i\)-th row and its \(j\)-th column as \( M_{ij}, M_s \) and \( M_{ij} \), respectively. For a given \( G(s) \), we will denote by \( G_1(s) \) the left annihilator of \( G(s) \), which is a stable transfer function satisfying \( G_1(s)G(s) = 0 \). Clearly, \( G_1(s) \) lies in the (left) nullspace of the rational matrix \( G(s) \). The basis of the nullspace and a particular \( G_1(s) \) itself can be efficiently determined from the state-space representation of \( G(s) \) by using either the matrix pencil algorithms documented in Varga [2008, 2009] or the routines implemented in the Linear Fractional Representation (LFR) Toolbox Magni [2004, 2006]. (In this paper, we used the latter, i.e. the dynamical kernels were computed by the null function of the LFR Toolbox.)

3. SENSOR REALLOCATION

We assume that the system to be controlled is linear, time-invariant given by its transfer-function \( P(s) \). The input to the plant is denoted by \( u \) and the measured output is denoted by \( y \). The latter is assumed to be partitioned into \( y_K \) and \( y_\Gamma \), i.e. \( y = [y_K y_\Gamma] \). They are assumed to be measured via the known, linear, time-invariant sensor dynamics \( S_K(s) \in \mathcal{RH}_\infty \) and \( S_\Gamma(s) \in \mathcal{RH}_\infty \), respectively. Let \( S_{\Delta}(s) \) be the LTI dynamics of the actuators and suppose that a baseline controller \( K(s) \) has already been designed for the augmented system

\[
P_\Delta(s) = S_K(s)P(s)S_{\Delta}(s)
\]

such that the closed loop dynamics satisfies all prescribed stability and performance requirements. It can be seen from (1) that the controller is designed to use only the \( y_K \) measurements. The remaining outputs \( y_\Gamma \) provide extra-measurements that can be used to substitute a faulty sensor in \( S_K(s) \). In order that the components of \( y_K \) can be reproduced from the elements of \( y_\Gamma \), we will assume that the following relation holds between the two vectors:

\[
y_R = U y_K
\]

where \( U \) is a known matrix of suitable dimension. If \( S_K(s)y_K \) and \( S_\Gamma(s)y_\Gamma \) are denoted by \( y_\Gamma^R \) and \( y_R \) and \( S_K(s) \) has a stable inverse, then the measurement equation can be formulated as

\[
y_\Gamma^R = S_\Gamma(s)S_{\Gamma}^{-1} y_K
\]

Remark 1. If \( S_K(s) \) is not stably invertible (e.g. because it contains strictly proper transfer functions and/or has right half-plane zeros) then it can be still enough to be ‘approximately’ invertible, i.e. there exists \( S_K^*(s) \in \mathcal{RH}_\infty \) s.t. \( S_K^*(s)S_K(s) = Z(s) \) satisfies \( Z(0) = I, Z(\infty) \in \mathcal{RH}_\infty \) and the poles of \( Z(s) \) are larger than the bandwidth of the controller. Moreover, by designing the controller to be suitably robust, the perturbation caused by the approximate inversion can be further attenuated.

During normal operation, when all sensors in \( S_K(s) \) are healthy, this measurement vector is projected onto the input of \( K(s) \) via the trivial projection \( V = [I \ 0] \). \( y_\Gamma^m \). The aim of the forthcoming sensor reallocation procedure is to provide efficient fault accommodation without modifying the baseline controller. For this, the sensor reconfiguration has to be totally unseen by the controller. This can be achieved if \( V \) is replaced by \( V + E(s) \), where \( E(s) \) is chosen such that

\[
E(s) S_R(s) US_K^{-1}(s) = 0.
\]

Introducing \( M(s) = I \) and \( N(s) = S_R(s)US_K(s)^{-1} \) the column matrix \([M(s) \ N(s)]\) can be considered as a right coprime factorization of \( G(s) = N(s)M(s)^{-1} = N(s) = S_R(s)US_K(s)^{-1} \). From the properties of coprime factorization it follows that there exist transfer functions \( N(s), M(s) \in \mathcal{RH}_\infty \), such that

\[
[-\tilde{N}(s) \ M(s)] = [-N(s) \ N(s)] = 0.
\]

One possible realization of these transfer functions can be obtained if \( G(s) = \begin{bmatrix} A & B \end{bmatrix} \frac{C}{D} \) is observable and \( L \) is an arbitrary observer gain rendering \( A + LC \) stable.

\[
[-\tilde{N}(s) \ M(s)] = \begin{bmatrix} \frac{A + LC}{C} & \frac{-B + LD}{-D} \end{bmatrix}
\]

Due to (3) we can choose \( E(s) = [-\tilde{N}(s) \ M(s)] \) and \( E(s) = R(s)E(s) \), where \( R(s) = \mathcal{RH}_\infty \) is an arbitrary transfer function.

In case of sensor faults one or more sensors measuring \( y_K \), become useless and - depending on the fault (runaway, jamming, etc.) - start producing wrong measurements. If there is a fault detection and isolation filter implemented in the control loop, then the faulty sensors can be efficiently identified. Having determined the location of the faults, the reconfiguration mechanism has to substitute the faulty sensors by using the measurement redundancy provided by \( y_\Gamma^R \). The straightforward way to perform this task is to select \( R(s) \) so that \( V + E(s) = V + R(s)E(s) \) realizes 0 transfer from the faulty sensors. If doing so, the faulty measurements cannot deteriorate the control performance and, due to (2), the controller will not see anything from this configuration-change.

To explain the mechanism of the sensor allocator design, assume that the \( i \)-th and the \( j \)-th sensors are faulty. Their effect is exactly separated from the control loop if the \( i \)-th and \( j \)-th columns of \( V + E(s) = V + R(s)E(s) \) are 0, i.e. \( R(s) \) is chosen so that

\[
[E_{\bar{s}_{i,j}}(s) \ E_{\bar{s}_{j,i}}(s)] = [-V_{s_{i,j}} V_{s_{j,i}}].
\]

Since \( V \) consists of an identity and a zero matrix the rows of \( R(s) \) can be determined by using system inversion and nullspace computation routines. In our particular case
Fig. 1. Reconfiguration scheme: implementation (top) and design (bottom) forms. The implementation form illustrates the structure of how the sensor reallocation is implemented in the control loop. The design form is equivalent to the implementation form, but it is used to construct the reallocation filter \( V + R(s)E(s) \).

\[
[V_{i,k}, V_{j,k}] = \begin{bmatrix} 0 & 0 & \ldots & 0 & i \\ 1 & 0 & \ldots & 0 & j \\ \vdots & \ddots & \ldots & \ddots & \vdots \\ 0 & 1 & \ldots & 0 & i \\ \ldots & \ldots & \ldots & \ldots & \ldots \end{bmatrix}, \quad \text{if } i < j.
\]

So let \( Q \) (or \( Q(s) \)) be an arbitrary (transfer function-) matrix, which renders \( [E_{i,k}, E_{j,k}, Q] \) invertible. If the inverse is denoted by \( W(s) \) then we can choose \( R_{i,k}(s) = -W_{i,k}(s) \) and \( R_{j,k}(s) = -W_{j,k}(s) \). The remaining rows of \( R(s) \) can be freely selected from the rows of \( [E_{i,k}(s) E_{j,k}(s)] \).

To apply this reconfiguration method in practice, a set of \( R(s) \) filters have to be designed – one for each possible fault scenario. These filters are then stored on the on-board computer and in case of a fault the filter corresponding to the detected fault combination is activated.

### 4. BASELINE CONTROL DESIGN MODEL

An effective resource for experimentally testing flight control algorithms, including adaptive control algorithms, is the Airborne Subscale Transport Aircraft Research (AirSTAR) tested at NASA Langley Research Center Murch [2008]. The primary AirSTAR flight test vehicle is a turbine powered 5.5% dynamically scaled model of a civilian transport aircraft, often referred to as the Generic Transport Model (GTM). The GTM has a wing span of 7 ft, and weighs around 55 lbs. Under normal operations, it flies at an altitude of 700 to 1100 ft, with an airspeed between 70 and 85 knots. The currently used T-2 test aircraft is shown in Fig. 2. Significant wind tunnel and flight testing has been performed to identify the flight dynamics of the GTM Cunningham et al. [2008]. A nonlinear simulation model of the aircraft dynamics has been developed and is readily available to the research community. Experimental control algorithms are easily embedded in this simulation model for verification prior to flight testing Dorobantu et al. [2012]. Hence, the AirSTAR testbed is a highly effective for experimental flight control research through its flexible architecture and rapid implementation and testing cycle. GTM nonlinear simulation model is trimmed steady level flight at 60 knots and linearized to obtain a linear model of the aircraft dynamics. A twelve state, full-order linear model is generated for the given flight condition. The longitudinal model includes five states: \( u \) forward velocity, \( w \) normal velocity, \( q \) pitch rate, \( h \) altitude, and \( \theta \) pitch angle. In addition to full state measurement, air data sensors measure \( V_{cas} \) calibrated airspeed, and angle-of-attack \( \alpha \). The inertial measurement unit also provides forward \( (a_x) \) and normal acceleration \( (a_z) \). Hence a total of 9 measurements are available for longitudinal control purposes.

The control inputs to the model are left and right inner and outer elevator deflections \( \delta_e,LI \), \( \delta_e,LO \), \( \delta_e,R1 \), \( \delta_e,RO \) \([\text{rad}]\), 4 spoiler deflections \( \delta_s,1:4 \) \([\text{rad}]\), 4 flap deflections \( \delta_{fl,1:2:4} \) \([\text{rad}]\), and left and right throttle \( \delta_{THR,L}, \delta_{THR,R} \) \([\%]\). The longitudinal LTI state-space model of the GTM is given in the form of:

\[
\begin{bmatrix}
\dot{u} \\
\dot{w} \\
\dot{q} \\
\dot{h} \\
\dot{\theta}
\end{bmatrix} = A_{ion} \begin{bmatrix}
u \\
w \\
q \\
h \\
\theta
\end{bmatrix} + B_{ion} \begin{bmatrix}
\delta_e,LI \\
\delta_e,LO \\
\delta_e,R1 \\
\delta_e,RO \\
\delta_{fl,1:2:4}
\end{bmatrix}
\]

where the control inputs are grouped to simplify the controller design, at the expense of loosing input redundancy. The outputs are the five states and the four additional measured signals from air data and inertial measurements.

\[
\begin{bmatrix}
u \\
w \\
q \\
h \\
\theta
\end{bmatrix} = I_{5x5} + \delta_e,LI \begin{bmatrix}
u \\
w \\
q \\
h \\
\theta
\end{bmatrix} + 0_{7x4} [D_{a_x,a_z}] \begin{bmatrix}
\delta_e,LI \\
\delta_e,LO \\
\delta_e,R1 \\
\delta_e,RO \\
\delta_{fl,1:2:4}
\end{bmatrix}
\]

The plant is augmented with first order actuator dynamics of \( G_{act} = \frac{20s}{s^2 + 20s + 200} \) on elevator, spoiler and flaps and \( G_{eng} = \frac{-0.1474s + 0.7311}{s^2 + 1.46s + 0.711} \) on the throttle, which contains a right half plane zero, which are all passed through via a 4th order Padé approximation filter representing the 0.03 s delay associated with sampling and computational time. Sensor dynamics are omitted in the original GTM model, but for the research purpose the current investigation includes sensor dynamics from Fielding et al. [2002]. The following sensor models are used for inertial measurements, air data sensors and Euler angle estimates respectively: \( S_n = \frac{0.000193s^2 + 0.005346s + 1}{s^2 + 0.25s + 1} \), \( S_{air} = \frac{0.0034s^2 + 0.0323s + 1}{s^2 + 0.02s + 1} \). The resulting system with delay, sensor and actuator dynamics has 39 states.

### 5. LONGITUDINAL CONTROL DESIGN

The baseline controller for pitch angle \( (\theta) \) tracking and velocity set point following is designed for the LTI model of the GTM at 60 knots using \( H\infty \) synthesis technique with measurements of \( V_{cas}, \alpha, q, h, \theta \), the remaining measurements of \( u, a_x, a_z \) are used as redundant measurements utilised during the sensor allocation. The system interconnection (Fig. 3) addressing the tracking problem assuming model mismatches and exogenous disturbance is detailed in the following. The influence of actuator
### 6. SIMULATION RESULTS

As stated above the measurements of $V_{cas}$, $\alpha$, $q$, $h$, $\theta$ are used in the baseline control design, but air data sensors can be affected by common mode failures such as bird strike or miscalibration due to probe heating or icing. Hence the remaining measurements of $u$, $w$, $a_x$, $a_z$ can be used as backup solution. In order to apply the method proposed in Section 3, first the control-input dependence of $a_x$ and $a_z$ has to be compensated by using the control input and the sensor dynamics. Then the computations can be continued with $a_x$ and $a_z$, the dynamics of which do not contain direct feedthrough terms. Let $y_K = [V_{cas}, \alpha, q, h, \theta]$ and $y_R = [u, w, a_x, a_z]$. Between these two vectors the following relation holds:

$$y_R = U y_K,$$

where

$$U = \begin{bmatrix}
0.9896 & -0.2572 & 0 & 0 & 0 \\
0.1438 & 1.7097 & 0 & 0 & 0 \\
0.0272 & 0.5084 & -0.2292 & -0.0002 & -0.5557 \\
-0.6193 & -3.6227 & 1.6240 & 0.0009 & -0.0808
\end{bmatrix}$$

The sensor dynamics corresponding to $y_K$ and $y_R$ are as follows:

\[ S_K(s) = \text{diag}(S_{air}(s), S_{air}(s), S_{in}(s), S_{air}(s), S_{Ea}(s)) \]

\[ S_R(s) = \text{diag}(S_{air}(s), S_{air}(s), S_{in}(s), S_{in}(s)) \]

\[ S_{air}(s) = \frac{1}{0.02s+1} \]

\[ S_{in}(s) = \frac{0.0001903s^2 + 0.005346s + 1}{0.0004942s^2 + 0.03082s + 1} \]

\[ S_{Ea}(s) = \frac{1}{0.00104s^2 + 0.0323s + 1} \]

Since $S_R(s)$ contains strictly proper transfer functions, it is not invertible. Therefore, an approximate inverse has been constructed by completing the improper inverses with additional, suitably large stable poles:

\[ S_R^{-1}(s) = \text{diag}(S_{air}^{-1}(s), S_{air}^{-1}(s), S_{in}^{-1}(s), S_{air}^{-1}(s), S_{Ea}^{-1}(s)) \]

\[ S_{air}^{-1}(s) = \frac{2s + 100}{s + 100} \]

\[ S_{in}^{-1}(s) = \frac{0.0004942s^2 + 0.03082s + 1}{0.0001903s^2 + 0.005346s + 1} \]

\[ S_{Ea}^{-1}(s) = \frac{0.00104s^2 + 0.0323s + 1}{6.667s - 0.06s^2 + 0.00533s + 1} \]

Having constructed the (approximate) inverses we computed $E(s)$ from the state space realisation of $G(s) = S_R(s)U S_K^{-1}(s)$ by using formula (4). The observer gain required to determine the coprime factors was chosen to be the optimal LQ control gain computed for the pair $(A^T, C^T)$ with weights $Q = I$ and $R = 0.1I$. Then $R(s)$ was constructed according to the procedure described in Section 3.

In the simulation the fault occurred at $t = 4s$. The detection time was $0.15s$, that is the reconfiguration of the sensors was initiated only at $t = 4.15s$. (We assume that the sensor loss does not cause such large transients during this short time period, which cannot be attenuated if the reconfiguration is switched on.)

The figures below present the results of three simulation runs: the first is the nominal case, when no sensor fault occurred. In the second case the effect of the simultaneous failure of the $V_{cas}$ and $q$ sensors were simulated and no sensor reconfiguration was used. The failure we emulated was a runaway fault, when the output of the sensor was drifting from the nominal value by means of a ramp function of slope 2. The third simulation presents the case, when the proposed fault accommodation procedure was active. The results of the simulations are depicted in Figs. 4-5-6. It can be seen that the failure of the 2 sensors resulted in the loss of stability (Fig. 5). Fig. 6 certifies that the stability (together with the nominal...
control performance) could be successfully regained if sensor reallocation was applied. It can also be seen that the reallocation procedure ensured that the controller got (after a short transient) almost the same sensory information than in the nominal case. This means that the fault remained totally hidden from the controller and thus had no effect on the control performance.

7. CONCLUSION

A novel sensor reconfiguration procedure has been proposed in the paper. The method is based on redundant sensor measurements and provides efficient fault accommodation without modifying the baseline controller. The heart of the algorithm is the construction of a dynamic left nullspace of a specific LTI generated by the augmented sensor dynamics. Although there are infinitely many transfer functions describing the same nullspace, in this paper we have not exploited this freedom yet. We have chosen only one arbitrary annihilator, focusing only on its stability. Continuing this research, the proposed design can be further improved by choosing the annihilator dynamics more carefully, so that other design specifications (e.g. robustness against modelling uncertainties, sensitivity to external disturbances) can also be taken into consideration. Moreover, the LFT representation makes it possible to extend our approach to parameter-varying systems as well.
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