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Abstract: The relative motion control for an uncertain chaser spacecraft to approach a tumbling space target is investigated in this paper. The nonlinear coupled dynamics for relative translational and rotational motions of the two spacecrafts are modeled. Based on the model, relative position and attitude controllers are designed by a unified nonlinear robust adaptive control method without using the target inertial parameter information. Asymptotic stability of the six degrees-of-freedom closed-loop system is proved. Theoretical results are demonstrated by a numerical simulation.
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1. INTRODUCTION

Many space programs such as rendezvous and docking, capturing, repairing and fueling, tracking various space objects, and removing debris in orbit have attracted a lot of attention in recent years. Autonomous proximity operations in these programs is the most critical technology, it requires precise position and attitude control. Since the relative motion dynamics between two spacecrafts are highly nonlinear and strongly coupled, many classical linear control methods are not applicable.

Various nonlinear controllers have been designed based on the spacecraft relative motion model. A robust controller, including both relative position and relative attitude controls, was designed by Stansbery and Cloutier (2000) for the spacecraft proximity operations with state-dependent Riccati equation technology. Relative position control based on phase plane control technique and relative attitude control based on relative quaternion feedback scheme were developed in Philip and Ananthasayanam (2003). Singla et al. (2006) proposed an output feedback adaptive control to solve the spacecraft autonomous rendezvous and docking problem under measurement noises, but the couplings of relative position and relative attitude motions were not considered. The integrated relative position and attitude control problem for spacecraft proximity operations with parametric uncertainties, bounded disturbances and measurement noises was investigated in Subbarao and Welsh (2008), and ultimate boundedness of the closed-loop system errors was achieved. In Di Cairano et al. (2010), the relative position control problem for spacecraft proximity operations was converted to a model predictive control optimization problem with considering thrust magnitude and spacecraft approach velocity constraints. Liang and Ma (2011) proposed a Lyapunov-based adaptive control method for tracking the angular velocity of a tumbling satellite before docking and stabilizing rotation of the two-satellite compound system after docking. By the use of the method, only the rotational motion can be stabilized, but the coupled relative translational motion was not considered as in Meng et al. (2010). Xin and Pan (2010) addressed a closed-form nonlinear optimal control solution for spacecraft proximity operations with θ-D technique. Although the relative position and attitude dynamics coupled with the flexible appendage were used to design a unified optimal controller, the parametric uncertainties and external disturbances were not considered. Then they researched again the problem in Xin and Pan (2012) and redesigned the optimal controller with considering the modeling uncertainties. Zhang et al. (2012) designed the integrated relative position and attitude controller for a chaser spacecraft with control saturation, but the target attitude information is required in real time.

In light of above achievements, we consider the problem of positioning a chaser spacecraft to a desired proximity position along the docking port direction of a space target, and synchronizing the chaser attitude with the tumbling target attitude. The main contribution of the paper is as follows. First, the relative translational and rotational motions are all modeled in the chaser spacecraft body-fixed frame. Although the two relative motions are coupled in the model, relative position controller and relative attitude controller are independently designed by a unified nonlinear robust adaptive control method without using the target inertial parameter information. Second, in spite of the decoupled controller design, asymptotic stability of the closed-loop system for spacecraft proximity operations is proved based on the coupled six degrees-of-freedom dynamics model.

This paper is arranged as follows. In section 2, the mechanical model of the spacecraft proximity operations is derived, and the objective of controller design is stated. In section 3, detailed designing procedure of a robust adaptive nonlinear state feedback controller is proposed, and stability analysis of the closed-loop system is presented in section 4. Simulation results are then shown in section 5. Finally, conclusion is given in section 6.
2. MODELING AND PROBLEM DESCRIPTION

Notations. The skew symmetric matrix $S(a) \in \mathbb{R}^{3 \times 3}$ derived from a vector $a = [a_1, a_2, a_3]^T \in \mathbb{R}^3$ is defined as

$$
S(a) = \begin{bmatrix}
0 & -a_3 & a_2 \\
 a_3 & 0 & -a_1 \\
- a_2 & a_1 & 0
\end{bmatrix}
$$

It satisfies $\|S(a)\| = \|a\|$, $a^T S(a) = 0$, and $S(a)b = -S(b)a$. $b^T S(a)b = 0$ for any $b \in \mathbb{R}^3$. Moreover, $\|a\| \leq \|b\|$, where $\|a\|$ and $\|b\|$ denote vector 2-norm and 1-norm, respectively. $A > 0$ represents that $A$ is a positive definite matrix, and $\|A\|$ is its induced matrix 2-norm. $\text{sgn}(a) \triangleq [\text{sgn}(a_1), \text{sgn}(a_2), \text{sgn}(a_3)]^T$, where

$$\text{sgn}(a_i) = \begin{cases}
-1, & a_i < 0 \\
0, & a_i = 0 \\
1, & a_i > 0
\end{cases}$$

2.1 Chaser and Target Dynamics

The control problem that a chaser spacecraft with modeling uncertainties tracks a tumbling space target is considered in this paper. Relevant frames and vectors are shown in Figure 1, where $\mathcal{F}_{1} \triangleq \{Oxyz\}$ is an Earth-centered inertial frame, $\mathcal{F}_c \triangleq \{Cxyz\}$ and $\mathcal{F}_t \triangleq \{T_{xyz}\}$ are the chaser and target body-fixed frames, and their origins $C$ and $T$ are mass centers of the chaser and target, respectively. Point P is the chaser desired proximity position along direction of the target docking port. Solid arrows $\{r, r_c\}$ and dashed arrows $\{r, r_p, p\}$ are the vectors represented in frame $\mathcal{F}_c$ and frame $\mathcal{F}_t$, respectively. The task of this work is to control the chaser spacecraft such that point C tracks point P and frame $\mathcal{F}_c$ tracks frame $\mathcal{F}_t$.

The position of mass center C and the attitude of frame $\mathcal{F}_c$ with respect to frame $\mathcal{F}_t$ can be described by following chaser kinematics and dynamics equations expressed in frame $\mathcal{F}_c$, if the modified Rodrigues parameters(MRP) are used for attitude parametrization (Xin and Pan (2011)):

$$r = v - S(\omega) \omega$$

$$\sigma = \frac{1}{4} [(1 - \sigma^T \sigma) I_3 + 2S(\sigma) + 2\sigma \sigma^T] \omega$$

$$mv + mS(\omega) v = f + d_f$$

$$J\dot{\omega} + S(\omega) J\omega = \tau + d_\tau$$

where $r \in \mathbb{R}^3$ is the position and $\sigma$ is the MRP attitude with the constraint $\|\sigma\| \leq 1$; $v, \omega \in \mathbb{R}^3$ are linear and angular velocities; $f, \tau, d_f, d_\tau \in \mathbb{R}^3$ are the control force, control torque, disturbance force and disturbance torque, respectively; $m \in \mathbb{R}$ and $J \in \mathbb{R}^{3 \times 3}$ are the chaser mass and inertia matrix. $I_3$ is a $3 \times 3$ unit matrix.

With the same description manner for the chaser motion, the kinematics and dynamics for target translational and rotational motions are described in frame $\mathcal{F}_t$ as

$$\dot{r}_t = v_t - S(\omega_t) \omega_t$$

$$\dot{\sigma}_t = \frac{1}{4} [(1 - \sigma_t^T \sigma_t) I_3 + 2S(\sigma_t) + 2\sigma_t \sigma_t^T] \omega_t$$

$$m v_t + mS(\omega_t) v_t = 0$$

$$J_t \dot{\omega}_t + S(\omega_t) J_t \omega_t = 0$$

where $r_t, \sigma_t \in \mathbb{R}^3$ are target position and attitude; $v_t, \omega_t \in \mathbb{R}^3$ are target linear and angular velocities; $m_t \in \mathbb{R}$ and $J_t \in \mathbb{R}^{3 \times 3}$ are target mass and positive definite symmetric inertia matrix, respectively.

Claim 1. For the target dynamics (7) and (8), denote target kinetic energy $E(t) = \frac{1}{2}(m_t v_t^T v_t + \omega_t^T J_t \omega_t) \geq 0$, its time derivative $E(t) = -m_t v_t^T S(\omega_t) v_t - \omega_t^T S(\omega_t) J_t \omega_t \leq 0$, we know that $E(t) \equiv E(0) = \frac{1}{2}(m_t v_0^T v_0 + \omega_0^T J_0 \omega_0) < \infty$. Therefore, the target linear velocity $v_t$ and angular velocity $\omega_t$ are always bounded.

2.2 Relative Motion Dynamics

The rotation matrix from $\mathcal{F}_t$ to $\mathcal{F}_c$ is (Shuster (1993))

$$R = I_3 - 4(1 - \sigma_c^T \sigma_c) I_3/\|\sigma_c\|^2 + \frac{8}{(1 + \sigma_c^T \sigma_c)^2} S(\sigma_c) S(\sigma_c)^T$$

where $\sigma_c$ is the MRP of relative attitude defined by

$$\sigma_c = \sigma_c^T (1 - \sigma_c^T \sigma_c) + 2\sigma_c^T \sigma_c$$

According to Figure 1, the position and velocity of point P can be described in frame $\mathcal{F}_t$ as

$$r_p = r + p$$

$$v_p = v + S(\omega_c) p$$

where $p \in \mathbb{R}^3$ is a constant vector in frame $\mathcal{F}_c$. The relative position, relative linear and angular velocities are all represented in frame $\mathcal{F}_c$ as

$$r_c = r - R r_p$$

$$v_c = v - R v_p$$

$$\omega_c = \omega - R \omega_p$$

Substituting (12) into (1)-(4) and using $\dot{R} = -S(\omega_c) R$, $R r_p = v_p - S(\omega_c) r_p$ and $R^T = R^T$ yield the relative motion models represented in frame $\mathcal{F}_c$ as (Yuichi et al. (2011))

$$\dot{r}_c = v_c - S(\omega_c) r_c$$

$$\dot{\sigma}_c = G(\sigma_c) \omega_c$$

$$m v_c = -m [S(\omega - \omega_c) v + S(\omega_c) v + R v_p] + f + d_f$$

$$J \dot{\omega}_c = -S(\omega) J \omega_c - J R \omega_c - S(\omega_c) (J \omega_c - \omega_c) + \tau + d_\tau$$

where $G(\sigma_c) = \frac{1}{4} [(1 - \sigma_c^T \sigma_c) I_3 + 2S(\sigma_c) + 2\sigma_c \sigma_c^T]$ is invertible, $R v_p$ can be calculated from (11), (7), (12) and $R S(\alpha) = R S(R a) R$ for any $a \in \mathbb{R}^3$ as

$$R v_p = R[v_c + S(\omega) v_p] = -R S(\omega) v_c - R S(r_p) \omega_c - R S(R a) [R R \omega_c - R S(\omega) \omega_c]$$

$$= -S(R a) [R v_p - R S(\omega) \omega_c] - R S(\omega) v_p$$

$$= -S(\omega - \omega_c)[v_c - v - S(\omega - \omega_c) R v_p] - R S(\omega_p) \omega_p$$

and $\dot{\omega}_c$ is calculated from (8) and (12) as
\[ \dot{\omega}_t = -J_t^{-1}S(\omega_t)J_t \omega_t = -J_t^{-1}S(R_t^T (\omega - \omega_e))J_t R_t^T (\omega - \omega_e) \]  
(18)

Thus the equations (15) and (16) can be rewritten as

\[ J_t \dot{\omega}_e = -S(\omega_t)J_t \omega_t + J_t N_2 + f + d_f \]  
(19)

\[ m \ddot{v}_e = -mg - m n_1 + f + d_f \]  
(20)

where

\[ g = S(\omega) v_e + S^T(\omega - \omega_e) \hat{R} p_i \]
\[ n_1 = R S(p_i) J_t^{-1} S(R_t^T(\omega - \omega_e)) J_t R_t^T(\omega - \omega_e) \]
\[ n_2 = R S_t J_t^{-1} S(R_t^T(\omega - \omega_e)) J_t R_t^T(\omega - \omega_e) \]

Claim 2. The terms \( S(\omega) r_e \) in (13) and \( n_1 \) in (19) reflect that the relative translation between the two spacecrafts is affected greatly by the relative rotation between them. This indicates natural couplings of the spacecraft proximity operations system.

3.2 Relative Attitude Controller Design

Define a manifold

\[ s_2 = \omega_e + \Lambda_2 \sigma_e \]  
(29)

3.1 Relative Position Controller Design

Define a manifold

\[ s_1 = v_e + \Lambda_1 r_e \]  
(21)

where \( \Lambda_1 = \Lambda_1^T > 0 \) is the feedback gain matrix. Differentiating (21) gives

\[ m \ddot{s}_1 = m \ddot{v}_e + m \Lambda_1 \dot{r}_e \]
\[ = -m g - m n_1 + f + d_f + m \Lambda_1 v_e - m \Lambda_1 S(\omega) r_e \]
\[ = -m y - m n_1 + f + d_f \]

where \( y = g + \Lambda_1 v_e + \Lambda_1 S(\omega) r_e \).

Based on Hypothesis 1 and 2, denoting unknown constant scalar \( \rho_m = [m] ||J_t^{-1}||_1 \), estimation errors \( \hat{\omega}_m = \hat{\omega}_m - \omega_m, \hat{\rho}_m = \hat{\rho}_m - \rho_m, \hat{\rho}_f = \hat{\rho}_f - \rho_f \), and selecting a function

\[ V_1 = \frac{1}{2} k_0 r_t^T r_e + \frac{1}{2} m s_1^T s_1 + \frac{1}{2} \hat{\rho}_m^T \hat{\rho}_m + \frac{1}{2} \hat{\rho}_f^T \hat{\rho}_f + \frac{1}{2} \hat{\omega}_m^T \hat{\omega}_m \]

(23)

where \( k_0 > 0 \) is a constant gain and \( y > 0 (i = 1, 2, 3) \); then from (13), (21), (22) and considering \( k_0 r_t^T S(\omega) r_e = 0 \), we have

\[ V_1 = -k_0 r_t^T r_e + s_1^T s_1 + \frac{1}{2} \hat{\rho}_m^T \hat{\rho}_m + \frac{1}{2} \hat{\rho}_f^T \hat{\rho}_f + \frac{1}{2} \hat{\omega}_m^T \hat{\omega}_m \]

(24)

Design the relative position control input

\[ f = -k_0 r_e - K_1 s_1 + (m_0 + \hat{\omega}_m) y - \hat{\rho}_f \text{sgn}(s_1) \]
\[ - \hat{\rho}_m ||p_i|| \omega_e - \omega_e||^2 \text{sgn}(s_1) \]

(25)

where constant gain matrix \( K_1 = K_1^T > 0 \). Substituting (25) into (24) gives the derivative of \( V_1 \) as

\[ \dot{V}_1 = -k_0 r_t^T r_e - s_1^T K_1 s_1 + (m_0 + \hat{\omega}_m) y + m_0 \text{sgn}(s_1) \]
\[ - s_1^T \hat{\rho}_f \text{sgn}(s_1) - s_1^T \hat{\rho}_m ||p_i|| ||\omega_e - \omega_e||^2 \text{sgn}(s_1) \]
\[ + \frac{1}{2} \hat{\rho}_f^T \hat{\rho}_f + \frac{1}{2} \hat{\omega}_m^T \hat{\omega}_m \]

(26)

If design parameters adaptive update laws as follows:

\[ \dot{\hat{\omega}}_m = -y^T s_1 \]
\[ \dot{\hat{\rho}}_f = \gamma_2 T s_1 \]
\[ \dot{\hat{\rho}}_m = \gamma_1 T ||p_i|| ||\omega_e - \omega_e||^2 s_1 \]

(27)

substituting (27) into (26) and using \( ||S(\omega)|| = ||\omega||, ||R|| = ||R^T||, ||s_1|| \leq 1 \), \( ||s_1|| \leq ||s_1|| \) result in

\[ \dot{V}_1 \leq -k_0 r_t^T r_e - s_1^T K_1 s_1 + s_1^T m_0 \text{sgn}(s_1) \]
\[ + \rho_m ||s_1|| ||p_i|| ||R^T||^2 ||\omega_e - \omega_e||^2 \]
\[ + \rho_f ||s_1|| ||p_i|| ||R^T||^2 ||\omega_e - \omega_e||^2 ||s_1|| \]
\[ = s_1^T K_1 s_1 + \rho_f ||p_i|| ||\omega_e - \omega_e||^2 ||s_1|| + \rho_f ||s_1|| \]
\[ - \hat{\rho}_f ||s_1|| - \hat{\rho}_m ||p_i|| ||\omega_e - \omega_e||^2 ||s_1|| \]
\[ - \hat{\rho}_f ||s_1|| + \hat{\rho}_m ||p_i|| ||\omega_e - \omega_e||^2 ||s_1|| \]
\[ = -s_1^T K_1 s_1 \leq 0 \]

and the closed-loop position dynamics becomes

\[ m \ddot{s}_1 = -k_0 r_e - K_1 s_1 + m_0 \text{sgn}(s_1) + d_f \]
\[ - \hat{\rho}_f \text{sgn}(s_1) - \hat{\rho}_m ||p_i|| ||\omega_e - \omega_e||^2 \text{sgn}(s_1) \]

(28)

3.2 Relative Attitude Controller Design

Define a manifold

\[ s_2 = \omega_e + \Lambda_2 \sigma_e \]  
(29)
where feedback gain matrix $\Lambda_2 = \Lambda^T_2 > 0$, from (29), (16), (14) and (8), we get

$$J_{\dot{s}_2} = J\dot{\omega}_2 + J\Lambda_2 \sigma_e$$

(30)

From Hypothesis 1 and 2, introduce a linear operator $L(a)$ for any vector $a = \{a_1, a_2, a_3\}^T$ as

$$L(a) = \begin{bmatrix} a_1 & 0 & 0 \\ 0 & a_2 & 0 \\ 0 & 0 & a_3 \end{bmatrix}$$

we have $Ja = L(a)\theta = L(a)(\theta_0 + \theta_\Delta)$, where $\theta \triangleq [J_1, J_2, J_3, J_{13}, J_{12}, J_{23}]^T$, $\theta_0 \triangleq [J_0^1, J_0^2, J_0^3, 0, 0, 0]^T$, $\theta_\Delta \triangleq [\Delta_1, \Delta_2, \Delta_3, \Delta_{23}, \Delta_{13}, \Delta_{12}]^T$, then equation (30) turns to

$$J_{\dot{s}_2} = Y(\dot{\theta}_0 + \dot{\theta}_\Delta) + Jn_2 + \tau + d_\tau$$

(31)

where $Y = L(S(\omega)(\omega - \omega_0)) - S(\omega)L(\omega) - L(\Lambda_2 G(\sigma_e) \sigma_e)$.

Denote unknown constant $\rho_j$, $\mathbb{E} = ||\theta|| ||T^{-1}|| J||$, estimation errors $\hat{\theta}_\Delta = \dot{\theta}_\Delta - \theta_\Delta$, $\hat{\rho}_j = \dot{\rho}_j - \rho_j$, $\hat{s}_j = \rho_j - s_j$ and define

$$V_2 = \frac{1}{2} s_j^T J s_j + \frac{1}{2} \hat{\theta}_j^T \hat{\theta}_\Delta + \frac{1}{2} \frac{\rho_j}{\gamma} \hat{\rho}_j$$

(32)

where $\gamma > 0(i = 4, 5, 6)$, we obtain

$$V_2 = s_j^T J s_j + \frac{1}{2} \hat{\theta}_j^T \hat{\theta}_\Delta + \frac{1}{2} \frac{\rho_j}{\gamma} \hat{\rho}_j$$

(33)

Design the relative attitude control input

$$\tau = -K_2 s_\omega - Y(\theta_0 + \theta_\Delta) - \hat{\rho}_j sgn(s_j)$$

(34)

where feedback gain matrix $K_2 = K_2^T > 0$. Substituting (34) into (33) yields

$$V_2 = -s_j^T K_2 s_j + s_j^T J n_2 + s_j^T d_\tau - s_j^T Y \hat{\theta}_\Delta$$

(35)

Design parameters adaptive update laws as

$$\begin{aligned}
\hat{\theta}_\Delta &= \gamma \hat{\theta}_\Delta \\
\hat{\rho}_j &= \frac{1}{\gamma} \hat{s}_j \\
\hat{s}_j &= ||\omega - \omega_0||^2
\end{aligned}$$

(36)

then substituting (36) into (35) and considering $||S(a)|| = ||a||$

$$||R|| = ||R|| = 1, ||s_\omega|| \leq ||s_j||$$

yield

$$V_2 \leq -s_j^T K_2 s_j + \hat{\rho}_j ||s_j|| ||R|| ||R^T|| ||\omega - \omega_0||^2$$

$$+ \hat{\rho}_j ||s_j|| - s_j^T \hat{\theta}_\Delta - \hat{s}_j ||s_j|| - \hat{s}_j ||s_\omega|| + \hat{s}_j ||s_\omega||$$

$$\leq -s_j^T K_2 s_j + \hat{\rho}_j ||\omega - \omega_0||^2 ||s_\omega|| + \hat{s}_j ||s_\omega||$$

(37)

Design the closed-loop attitude dynamics becomes

$$J_{\dot{s}_2} = -K_2 s_j + Jn_2 + d_\tau - \hat{\rho}_j sgn(s_j)$$

$$- \hat{\rho}_j ||\omega - \omega_0||^2 sgn(s_j)$$

4. STABILITY ANALYSIS

Although above nonlinear robust adaptive controllers are separately designed based on the relative translational and rotational models, stability of the relative motion closed-loop systems under the proposed controllers should be studied uniformly due to the couplings between the translational and rotational motions.

Theorem 1. Consider the spacecraft proximity operations models (13), (14), (19) and (20), if the relative position and attitude controllers are designed by (25) and (34), corresponding parameter adaptive updating laws are assigned as (27) and (36), respectively; then tracking errors of the closed-loop system asymptotically converge to zero and parameter estimation errors are uniformly bounded.

Proof. Taking $V = V_1 + V_2 \geq 0$ as the Lyapunov function for the closed-loop systems (28) and (37), we know

$$V \leq -\lambda_{k_1} ||s||^2 - \lambda_{k_2} ||s_j||^2$$

$$\leq -\mu ||s||^2 \leq 0$$

(38)

where $\lambda_{k_1}$ and $\lambda_{k_2}$ are the minimum eigenvalues of $K_1$ and $K_2$, respectively; $s \triangleq [s^T, s_j]^T$ and $\mu \triangleq \min\{\lambda_{k_1}, \lambda_{k_2}\}$.

Since $V(t) \geq 0$ and $V(t) \leq 0$, $V(t)$ is monotonically decreasing along the closed-loop system trajectory and is bounded by zero. Hence $V(t)$ has a finite limit $V(\infty)$ as $t \rightarrow \infty$ and

$$0 \leq V(\infty) \leq V(t) \leq V(0) < \infty, \forall t \geq 0$$

From (38), we know

$$\int_0^\infty ||s||^2 dt \leq \frac{1}{\mu} \int_0^\infty V(\dot{t}) dt \leq \frac{V(0) - V(\infty)}{\mu} \leq \frac{V(0)}{\mu} < \infty$$

This means that $||s||$ is square integrable.

Considering the definition of $||s||$, we have

$$0 \leq \frac{1}{2} k_0 ||r_\omega||^2 + \frac{1}{2} \frac{m}{\gamma^2} ||s||^2 + \frac{1}{2} \lambda_j ||s_j||^2 + \frac{1}{2} \frac{\rho_j}{\gamma} ||s_j||^2 \leq V(t) < \infty$$

where $\lambda_j$ is minimum eigenvalue of $J$, $\Xi \equiv [m_\Delta, \hat{\theta}_\Delta^T, \rho_j, \rho_\Delta, \rho_\omega, \rho_\sigma, \rho_\tau, \rho_\theta]$, and $\hat{\gamma} \equiv \max\{\gamma_0, \gamma_1, \gamma_2, \gamma_3, \gamma_4\}$. It follows that $||r_\omega|| \leq \infty$, $||s|| \leq \infty$ and $||s_j|| \leq \infty$. Since $||R|| = 1$, $||s_j|| \leq 1$. From (21) and (29), we know that $||y|| = ||s_j - \Lambda_1 r_\omega|| \leq ||s_j|| - \Lambda_2 ||s_j|| < \infty$; and considering (11), (12), Claim 1. we can obtain $||y|| = ||y|| = ||s_j - \Lambda_1 r_\omega|| \leq ||s_j|| - \Lambda_2 ||s_j|| < \infty$. Furthermore, from (19), (20), (25) and (34), we know $||y|| \leq \infty$ and $||s_j|| \leq \infty$; from (28) and (37), we have $||s_j|| \leq \infty$, which implies that $||s_j||$ is uniformly continuous. Then, based on the Barbats Lemma (Krstic et al. (1995)), we conclude $\lim_{t \rightarrow \infty} s_j = \lim_{t \rightarrow \infty} s_\omega = 0$.

On the manifolds $s_j = v_\tau + \Lambda_1 r_\omega = 0$ and $s_\omega = \omega_\omega + \Lambda_2 \sigma_\sigma = 0$, we have $r_\omega + [\Lambda_1 + S(\omega)] r_\omega = 0$ and $\sigma_\sigma + G(\sigma_\sigma) \Lambda_2 \sigma_\sigma = 0$ from (13) and (14), then we chose a Lyapunov function

$$V_3 = \frac{1}{2} r_\omega^T r_\omega + \frac{1}{2} \sigma_\sigma^T \sigma_\sigma \geq 0$$

Taking time derivative along the manifolds with $r_\omega^T S(\omega) r_\omega = 0$ and considering $\sigma_\sigma^T G(\sigma_\sigma) = \frac{1}{4} + \frac{1}{4} \sigma_\sigma^T \sigma_\sigma (\text{Shuster} (1993))$ yield
\[ V_s = r_r^T \dot{r}_r + \sigma_r^T \sigma_r = -r_r^T [\Lambda_1 + S(\omega)] r_r - \sigma_r^T G(\sigma_r) \Lambda_2 \sigma_r \\
= -r_r^T [\Lambda_1 + S(\omega)] r_r - \sigma_r^T G(\sigma_r) \Lambda_2 \sigma_r \\
\leq -\lambda_{m1} \| r_r \|^2 - \lambda_{m2} \| \sigma_r \|^2 \leq 0 \]

where \( \lambda_{m1} \) and \( \lambda_{m2} \) are minimum eigenvalues of \( \Lambda_1 \) and \( \Lambda_2 \), respectively. So \( V_s(t) \) is monotonically decreasing and bounded on the manifold; it follows that it has a finite limit \( V_s(\infty) \) as \( t \to \infty \) such that \( 0 \leq V_s(\infty) \leq V_s(t) \leq V_s(0) \) for all \( t \geq 0 \). This means that \( \| r_r \| \) and \( \| \sigma_r \| \) are bounded, and from (39), we can prove \( \int_0^\infty \| r_r \|^2 dt < \infty \) and \( \int_0^\infty \| \sigma_r \|^2 dt < \infty \). From \( \| r_r \| < 0, \| \sigma_r \| < 1, \| s \| < \infty, (21), (29) \), we get \( \| e_r \| < \infty, \| \omega_r \| < \infty \); from (12) and Claim 1 we know \( \| \omega \| < \infty \). Then from (13) and (14), we have \( \| r_r \| < \infty \) and \( \| \sigma_r \| < \infty \). It implies that \( r_r \) and \( \sigma_r \) are uniformly continuous. Based on the Barbalat Lemma, we know \( \lim_{t \to \infty} r_r = \lim_{t \to \infty} \sigma_r = 0 \).

Furthermore, from (21), (29) and \( \lim_{t \to \infty} s_1 = \lim_{t \to \infty} s_2 = 0 \), we know \( \lim_{t \to \infty} r_r = \lim_{t \to \infty} \sigma_r = 0 \). Thus, according to (13), (14) and considering \( G(\sigma_r) \) is invertible, we conclude \( \lim_{t \to \infty} e_r = \lim_{t \to \infty} \omega_r = 0 \).

Claim 3. It should be noted that the gain matrices \( \{ K_1, A_1 \} \) in the relative position controller and \( \{ K_2, A_2 \} \) in the relative attitude controller can be designed independently to satisfy their own bandwidths, respectively.

5. SIMULATION AND DISCUSSION

In this section, an autonomous proximity mission in orbit for rendezvous and docking is simulated. The tumbling target spacecraft has a smaller initial dynamic condition of position and attitude so that the successive docking operations can be effectively carried out and achieved. After the relative position and relative attitude between two spacecrafts are precisely controlled, subsequent docking operations can be safely realized. Simulation results are presented to demonstrate the performance of the developed controllers.

Initial values in the simulation are shown in Table 1. The desired position for chaser in frame \( F_r \) is \( \mathbf{p}_r = [0, 0, 0]^T \) (m). The nominal values of the chaser mass and inertial parameters are \( m_0 = 500 \) (kg) and \( \mathbf{\theta}_0 = [580, 400, 300, 0, 0, 0]^T \) (kgm²), respectively. We use the proposed controllers to achieve the spacecraft proximity operations. The controller parameters are chosen as \( \eta_0 = 0.1, K_1 = 20 I_3, K_2 = 100 I_3, A_1 = 0.05 I_3, A_2 = 0.2 I_3, \gamma = 0.02 (i = 1, \ldots, 6), \hat{m}_A(0) = \hat{\rho}_r(0) = \hat{\rho}_c(0) = \rho_{m0}(0) = \rho_{\gamma}(0) = 0, \hat{\theta}_A(0) = 0 \).

In the simulation, parameters of the chaser, the target and disturbances are listed as follows:

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>( r )</td>
<td>[1, 1, 1]^T \times 7.07 \times 10^6</td>
<td>m</td>
</tr>
<tr>
<td>( v )</td>
<td>[0, 0, 0]^T</td>
<td>m/s</td>
</tr>
<tr>
<td>( \sigma )</td>
<td>[0, 0, 0]^T</td>
<td>rad</td>
</tr>
<tr>
<td>( \omega )</td>
<td>[0, 0, 0]^T</td>
<td>rad/s</td>
</tr>
<tr>
<td>( r_e )</td>
<td>[50/\sqrt{2}, 0, -50/\sqrt{2}]^T</td>
<td>m</td>
</tr>
<tr>
<td>( v_c )</td>
<td>[0.5, -0.5, 0.5]^T</td>
<td>m/s</td>
</tr>
<tr>
<td>( \sigma_c )</td>
<td>[0.5, -0.6, 0.7]^T</td>
<td>rad</td>
</tr>
<tr>
<td>( \omega_c )</td>
<td>[0.02, -0.02, 0.02]^T</td>
<td>rad/s</td>
</tr>
</tbody>
</table>

6. CONCLUSIONS

In this paper, the control problem of spacecraft proximity operations is investigated. The couplings of translational and rotational dynamics, uncertain inertial parameters and bounded external disturbances are considered in the six degrees-of-freedom relative motion model. A nonlinear robust adaptive state feedback control approach is developed to design relative position and attitude controllers without using the target inertial parameter information. Based on the six degrees-of-freedom relative motion model it is proved that the chaser can track both the target attitude and desired relative position, and the tracking errors converge to zero.

Future works of this research include: 1) extending the proposed controller to more practical cases, such as finite time docking, control inputs constraints, and measurement noise et al; 2) redesigning the controller for the flexible chaser and target spacecrafts in proximity operations.
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