Global Leader Following Consensus of a Group of Discrete-Time Linear Systems Using Bounded Controls
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Abstract: This paper studies the global leader-following consensus problem for a group of discrete-time linear systems with bounded controls. For each follower agent, we construct a bounded nonlinear feedback control law which uses the information of other agents obtained through multi-hop paths in the communication network. The number of hops each agent uses to obtain its information about other agents is no bigger than the largest algebraic multiplicity of the eigenvalues on the unit circle of the system matrix. We show that these control laws achieve global leader-following consensus when the communication topology is a strongly connected and detailed balanced directed graph and the leader is a neighbor of at least one follower agent.
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1. INTRODUCTION

In recent years, coordinated control of multi-agent systems has drawn substantial attention. As a fundamental approach to achieving group-wide behavior, consensus entails all agents in the system to converge to an agreement state by using only local information. Much effort has been made towards solving consensus problems when the models of agents in the system are in continuous-time (see, e.g., Saber and Murray [2004], Ren, Beard and Atkins [2005], Jin and Murray [2006], Yu et al. [2011], Li et al. [2011]). Fewer results have been obtained on multi-agent systems operating in discrete-time. Examples of these results are Wang and Xiao [2006], Casbeer et al. [2008] and Chen, Lü and Lin [2013]. In particular, Wang and Xiao [2006] presents a so-called “pre-leader-follower” decomposition approach to solving consensus problems for discrete-time multi-agent systems with time delays. Casbeer et al. [2008] considers the consensus problem for agents with discrete-time double-integrator dynamics and shows that consensus can be achieved when the communication topology contains at least one directed spanning tree and average consensus can be achieved when the communication topology is strongly connected and balanced. Chen, Lü and Lin [2013] establishes criteria for consensus of discrete-time multi-agent systems with nonlinear local rules and time-varying delays.

There are also results on consensus of multi-agent systems, both in continuous-time and in discrete-time, that take into consideration input saturation, which is ubiquitous in real world applications. It is clear that global consensus with bounded controls (see Meng et al. [2011] and Yang et al. [2013]), like global stabilization with bounded controls (see, e.g., Teel [1992], Sussmann and Yang [1991], Yang et al. [1997]), is only possible for agents that are not exponentially unstable (that is, all poles of the agent lie on the closed left-half plane in the continuous-time setting, or on or inside the unit circle in the discrete-time setting). In particular, it is established in Meng et al. [2011] that global leader following consensus with bounded controls is possible if the agents are represented by double integrators or by higher order neurally stable linear systems. Yang et al. [2013] deals with the discrete-time counterparts of Meng et al. [2011]. The results of Meng et al. [2011] have been extended to agents that are represented by a chain of integrators of an arbitrary length in Zhao and Lin [2013]. More specifically, a bounded nonlinear feedback control law is constructed for each follower agent in the group, which uses its information about other agents obtained through multi-hop paths in the communication network. The number of hops each agent uses to obtain its information about other agents is no bigger than the number of integrators in the agent. Global leader-following consensus is then established under these feedback control laws when the communication topology among follower agents is a strongly connected and detailed balanced directed graph and the leader is a neighbor of at least one follower agent.

In this paper, we consider the global leader following consensus problem for a multi-agent system where the agents are represented by a general discrete-time linear system with a bounded control. Under the assumption that these linear systems are stabilizable with all their poles
lying on or inside the unit circle, we construct, for each follower agent in the system, a bounded nonlinear feedback control law which also uses a multi-hop relay protocol. The number of hops each agent uses to obtain its information about other agents is no bigger than the largest algebraic multiplicity of the eigenvalues of the system matrix on the unit circle. We will show that global leader-following consensus is achieved under these feedback control laws when the communication topology among follower agents forms a strongly connected and detailed balanced directed graph and the leader is a neighbor of at least one follower agent.

The remainder of this paper is organized as follows. In Section 2, we state the problem of global leader-following consensus and recall basic definitions and relevant results in graph theory. In Section 3, we construct a bounded nonlinear feedback control law for each follower agent in the system and prove that these control laws achieve global leader-following consensus. Simulation results are presented in Section 4. Section 5 concludes the paper.

2. PROBLEM STATEMENT AND PRELIMINARIES

Consider a group of \( N \) follower agents, each described by the dynamics of a discrete-time linear system,

\[
x_i(t+1) = Ax_i(t) + bu_i(t), \quad i = 1, 2, \ldots, N, \tag{1}
\]

where \( x_i = [x_{i1}, x_{i2}, \ldots, x_{in}]^T \in \mathbb{R}^n \) and \( u_i \in \mathbb{R} \) are respectively the states and control inputs of agent \( i \).

**Assumption 1.** All eigenvalues of \( A \) are inside or on the unit circle and the pair \((A, b)\) is stabilizable.

Let the leader be also described by the dynamics of a discrete-time linear system,

\[
x_0(t+1) = Ax_0(t), \tag{2}
\]

where \( x_0 = [x_{01}, x_{02}, \ldots, x_{0n}]^T \in \mathbb{R}^n \).

The global leader-following consensus problem we are to study is as follows. Consider a multi-agent system consisting of the group of follower agents (1) and the leader agent (2) operating on an underlying communication network. For an a priori given arbitrarily small scalar \( \delta > 0 \), construct a bounded state feedback law \( u_i = h_i(x_0, x_i, u_i, x_{ij}), \) \( j \) \( h_i(x_0, x_i, u_i, x_{ij}) \leq \delta \) for all \( i, j = 1, 2, \ldots, N \). For each follower agent, such that all these feedback laws together achieve global leader-following consensus, that is, for all initial conditions \( x_i(0) \in \mathbb{R}^n, i = 0, 1, \ldots, N \).

\[
\lim_{t \to \infty} (x_i(t) - x_0(t)) = 0, \quad i = 1, 2, \ldots, N.
\]

The communication topology among agents is represented by a directed graph \( \mathcal{G}_N = (V, \mathcal{E}) \), where \( V = \{v_1, v_2, \ldots, v_N\} \) is a finite, nonempty set of nodes (each node denotes a follower agent) and \( \mathcal{E} \subseteq V \times V \) is a set of edges (each edge denotes an ordered pair of nodes). An edge \((v_j, v_i)\) in a directed graph denotes that \( v_i \) has access to the information form \( v_j \). A directed path in a directed graph is a sequence of edges of the form \((v_{i1}, v_{i2}), (v_{i2}, v_{i3}), \ldots\).

A directed path \((v_i, v_j), (v_j, v_k), \ldots, (v_{k-1}, v_l)\) between \( v_i \) and \( v_l \) is called a \( k \)-hop path, and \( v_l \) is called a \( k \)-th neighbor of \( v_j \).

Let \( A_N = [a_{ij}] \in \mathbb{R}^{N \times N} \) be the adjacency matrix associated with \( \mathcal{G}_N \), where \( a_{ij} > 0 \) if \((v_j, v_i) \in \mathcal{E} \) and \( a_{ij} = 0 \) otherwise. Here we assume that \( a_{ii} = 0 \) for all \( i = 1, 2, \ldots, N \). Let \( \mathcal{L}_N = [l_{ij}] \in \mathbb{R}^{N \times N} \) be the Laplacian matrix associated with \( A_N \), where \( l_{ij} = \sum_{k=1}^{N} a_{ik} \) and \( l_{jj} = -a_{jj} \) when \( i \neq j \).

A directed graph is detailed balanced if there exist some real numbers \( v_0 > 0, i = 1, 2, \ldots, N \), such that \( v_i a_{ij} = v_j a_{ji} \), for all \( i, j = 1, 2, \ldots, N \) (Jiang and Wang [2009]). Let \( v = [v_1, v_2, \ldots, v_N]^T \) and \( \text{diag}(v) = \text{diag}(v_1, v_2, \ldots, v_N) \).

The leader agent is labeled as \( v_0 \). The communication between a follower agent \( v_i \) and the leader agent \( v_0 \) is denoted as \( a_{00} \), where \( a_{00} > 0 \) if \( v_0 \) has access to the information of \( v_0 \) and \( a_{00} = 0 \) otherwise. Denote \( M = \mathcal{L}_N + \text{diag}(a_{10}, a_{20}, \ldots, a_{N0}) \).

**Assumption 2.** The directed graph \( \mathcal{G}_N \) is strongly connected and detailed balanced and \( a_{00} > 0 \) for at least one \( i, i = 1, 2, \ldots, N \).

**Lemma 3.** Under Assumption 2, all eigenvalues of \( M \) are on the open right-half plane, and the matrix \( \text{diag}(v)M + M^T \text{diag}(v) \) is positive definite.

In the above lemma, the fact that all eigenvalues of \( M \) are on the open right-half plane is established in Ren and Cao [2011] and the fact that \( \text{diag}(v)M + M^T \text{diag}(v) \) is positive definite can be established based on the analysis given in the proof of Lemma 4 in Hu and Hong [2011]. Let \( \Gamma = M^T \text{diag}(v) \) and \( \gamma_{ij} \) be the \((i, j)\)-th entry of \( \Gamma \). Let the eigenvalues of \( \Gamma \) be ordered as \( 0 < \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_N \).

3. MAIN RESULTS

Under an appropriate state transformation, the dynamics of each follower can be rewritten in the following form

\[
\Sigma_i : \begin{cases}
    x_i(t+1) = A_0x_i(t) + b_0u(t), \\
    x_{i0}(t+1) = A_0x_{i0}(t) + b_0u(t), \quad i = 1, 2, \ldots, N,
\end{cases}
\]

where

(1) \( x_{i0}(k) \in \mathbb{R}^{n_0} \) and \( x_{i0}(t) \in \mathbb{R}^{n_0} \), with \( n_0 + n_0 = n \),

(2) all the eigenvalues of \( A_0 \) are on the unit circle, and the pair \((A_0, b_0)\) is controllable, and

(3) all the eigenvalues of \( A_0 \) are strictly inside the unit circle.

Under the same state transformation, the dynamics of the leader agent is written as

\[
\Sigma_0 : \begin{cases}
    x_0(t+1) = A_0x_0(t), \\
    x_{00}(t+1) = A_0x_{00}(t), \\
    x_{00}(t) = A_0x_{00}(t),
\end{cases}
\]

Let a bounded state feedback control algorithm \( u_i = h_i(x_0, x_i, u_i, x_{ij}) \) cause all states \( x_{i0}, i = 1, 2, \ldots, N \), to converge to the corresponding state of the leader agent \( x_{00} \) asymptotically. Clearly, these same control laws together achieve global leader-following consensus if \( u_i(t) \) goes to zero as time goes infinity. Thus, in the remainder of this paper we will assume, without loss of generality, that all the eigenvalues of \( A_0 \) are on the unit circle.

Let the complex eigenvalues of \( A \) be \( \alpha_1 \pm j\beta_1, \alpha_2 \pm j\beta_2, \ldots, \alpha_q \pm j\beta_q \), with \( \alpha_i \)’s and \( \beta_i \)’s are not necessarily distinct. Let there be \( p \) eigenvalues on the real axis. That is, \( q \geq p \geq 0 \) and \( n = 2q + p \).

We next develop a state feedback control law for each follower agent. We denote the difference between the state
of a follower agent and the state of the leader agent as
\[ \bar{x}_i(t) = x_i(t) - x_0(t), \quad i = 1, 2, \ldots, N. \]
Then,
\[ \bar{x}_i(t+1) = A\bar{x}_i(t) + bu_i(t), \quad i = 1, 2, \ldots, N, \] (3)
where \( \bar{x}_i = [\bar{x}_{i1}, \bar{x}_{i2}, \ldots, \bar{x}_{in}]^T \in \mathbb{R}^n. \)

Denote \( \bar{x}_k = [\bar{x}_{k1}, \bar{x}_{k2}, \ldots, \bar{x}_{kn}]^T, \) \( k = 1, 2, \ldots, n, \) and
\( \bar{x} = [\bar{x}_1^T, \bar{x}_2^T, \ldots, \bar{x}_n^T]^T. \)
Then system (3) can be written as
\[ \bar{x}(t+1) = (A \otimes I_N)\bar{x}(t) + (b \otimes I_N)u(t), \]
where \( u(t) = [u_1(t), u_2(t), \ldots, u_N(t)]^T \) and \( I_N \) denotes the \( N \) dimensional identity matrix.

According to Yang et al. [1997], there exists a non-singular matrix \( T \) such that the dynamics of the transformed state \( z = T\bar{x} \) can be written as
\[ z(t+1) = Az(t) + Bu(t), \]
where \( z = [z_1^T, z_2^T, \ldots, z_n^T]^T, \) \( z_k = [z_{k1}, z_{k2}, \ldots, z_{kn}]^T, \) \( k = 1, 2, \ldots, n, \)
and \( z = [z_1^T, z_2^T, \ldots, z_n^T]^T. \)

Let the dynamics of the agent be represented by
\[ \dot{z}_n(t) = \alpha_q z_{n-1}(t) - \beta_q (z_n(t) + u), \]
\[ z_n(t+1) = \beta_q z_{n-1}(t) + \alpha_q (z_n(t) + u). \]

In this case, the linear state transformation matrix \( T \) is constructed as
\[ T = \begin{bmatrix} \epsilon^{1+q} & (\epsilon^q)^2 & 0 & \epsilon^q & \epsilon \Gamma & I \\ 0 & 0 & 0 & 0 & I \end{bmatrix}. \]

We note here that such a state transformation is constructed from matrix \( \Gamma \). From the expression of \( T \), we can further see that the state vector \( z_k \) is a linear combination of the states of agents that are within \( k \) hops away from agent \( i \), where \( k \) is less than the largest algebraic multiplicity of the eigenvalues of the system matrix on the unit circle.

Based on the transformed states of the equation (3), we are now ready to construct the following bounded consensus control algorithm for each follower agent
\[ u_i = -\sum_{l=1}^{N} \epsilon^{l-1} \sigma \left( \epsilon \sum_{j=1}^{N} \gamma_{ij} z_{n-2l+2i} \right) \]
\[ -\sum_{l=q+1}^{p} \epsilon^{l-1} \sigma \left( \epsilon \sum_{j=1}^{N} \gamma_{ij} z_{n-l-q+i} \right), \quad i = 1, 2, \ldots, N, (4) \]

where \( \sigma : R \rightarrow R \) is a saturation function defined as \( \sigma(s) = \text{sign}(s) \min \{ |s|, \frac{\delta}{2} \} \) and \( 0 < \epsilon \leq \min \{ \frac{1}{2}, \frac{1}{\epsilon}, \frac{1}{\epsilon}, \frac{1}{\epsilon}, \frac{1}{\epsilon}, \frac{1}{\epsilon} \} \). It is then easy to verify that \( |u_i| \leq \frac{1 - \epsilon^q + \epsilon^q \epsilon^{-q} \delta}{1 - \epsilon} < \delta \).

**Theorem 4.** Let Assumptions 1 and 2 hold. Then, under the bounded control laws (4), the group of follower agents (1) and the leader agent (2) achieve global leader-following consensus. Moreover, each control input converges to zero as time goes to infinity.

**Proof:** We start from the states \( z_{n-1} \) and \( z_n \) and prove that, in a finite time, \( z_n \) will enter and remain in a bounded set, where the first term of the control law remains in the bounded set \( [-\delta, \delta] \). Following similar analysis, we can prove that the states \( z_k, k = 1, 2, \ldots, p, p+2, p+4, \ldots, n, \) will all enter one by one and remain in a bounded set, such that each term in the control law remains in the bounded set \( [-\delta, \delta] \). Then the closed-loop system become a linear system, for which global leader-following consensus can be readily established.

Notice that the control laws (4) can be rewritten as
\[ u = [u_1, u_2, \ldots, u_N]^T \]
\[ = -\sum_{l=1}^{q} \epsilon^{l-1} \sigma(\epsilon \Gamma z_{n-2l+2}) - \sum_{l=q+1}^{p} \epsilon^{l-1} \sigma(\epsilon \Gamma z_{n-l-q+i}), \]
where \( \epsilon > 0 \) is a design parameter whose value is to be determined later.

**Case 2:** \( p = 1 \) (\( \lambda = -1 \)). In this case,
\[ A_1 = -I_N, \quad A_2 = \begin{bmatrix} 0 & \epsilon^{2q-1} & 0 & \epsilon^{2q-3} & \cdots & 0 & \Gamma \end{bmatrix}^T \times 2q \times N, \]
\[ B_1 = -I_N, \]
and \( A_3 \) and \( B_2 \) are as defined in Case 1.

Such a transformation \( T \) is explicitly constructed in Yang et al. [1997] as \( T = R_2 R_1^{-1}, \) where \( R_1 = [b \otimes I_N], \) \( (A \otimes I_N), \) \( (A^{n-1} - b) \otimes I_N \), and \( R_2 = [B, A \overline{B}, \ldots, \overline{A^{n-1} B}]. \)

We use an example to help illustrate the state transformation. Let the dynamics of the agent be represented by
\[ \begin{cases} x_{11}(t+1) = x_{11}(t) + x_{12}(t) + x_{13}(t), \\ x_{12}(t+1) = x_{12}(t) + x_{13}(t), \\ x_{13}(t+1) = x_{13}(t) + u_1(t). \end{cases} \]
Construct a Lyapunov function $V_1 = \frac{1}{2}z^T_{n-1}\Gamma z_{n-1} + \frac{1}{2}z^T_{n}\Gamma z_{n}$, which is positive definite. Then,

$$\Delta V_1 = \frac{1}{2}(\alpha_q z_{n-1} - \beta_q (z_n + u))^T \Gamma (\alpha_q z_{n-1} - \beta_q (z_n + u)) + \frac{1}{2}(\beta_q z_{n-1} + \alpha_q (z_n + u))^T \Gamma (\beta_q z_{n-1} + \alpha_q (z_n + u)) - \frac{1}{2}z^T_{n-1}\Gamma z_{n-1} - \frac{1}{2}z^T_{n}\Gamma z_{n} + \frac{1}{2}u^T \Gamma u$$

$$= N \varepsilon^2 \theta_{n,i} \left( \sigma(\theta_{n,i}) + \sum_{l=2}^{q+p} \varepsilon^{l-1} \sigma(\theta_{n-2l+2,i}) \right) + \frac{1}{2}u^T \Gamma u. \tag{1}$$

Here, and hereafter in a similar situation, we have suppressed the dependence on $t$ of the state variables. If $|\theta_{n,i}| \geq \frac{\delta}{2}$ for at least one $i, i = 1, 2, \cdots, N$, then

$$\Delta V_1 \leq \sum_{|\theta_{n,i}| \geq \frac{\delta}{2}} \varepsilon^2 \theta_{n,i} \left( \sigma(\theta_{n,i}) + \sum_{l=2}^{q+p} \varepsilon^{l-1} \sigma(\theta_{n-2l+2,i}) \right) + \frac{1}{2}u^T \Gamma u.$$

Following a similar analysis as in the analysis of the evolutions of $z_{n-1}$ and $z_n$, we can show that all $\theta_{k,i}$, $k = p+2, p+4, \cdots, n$, $i = 1, 2, \cdots, N$, will enter and remain inside the interval $(-\frac{\delta}{2}, \frac{\delta}{2})$ in a finite time.

We next consider the evolution of $z_p$. We first consider Case 1, $p = 0$, or $p = 1, (\lambda = 1)$ or $p \geq 2$. The evolution of $z_p$ is governed by

$$z_p(t+1) = z_p(t) - \sum_{l=q+1}^{q+p} \varepsilon^{l-1} \sigma(\varepsilon^l \Gamma z_{n-l+1}(t)) = z_p(t) + \tilde{u}.$$ 

where

$$\tilde{u} = -\sum_{l=q+1}^{q+p} \varepsilon^{l-1} \sigma(\varepsilon^l \Gamma z_{n-l+1}(t)) = -\sum_{l=q+1}^{q+p} \varepsilon^{l-1} \sigma(\theta_{n-q-l+1}).$$

Construct a Lyapunov function $V_2 = \frac{1}{2}z^T_{p}\Gamma z_p$, which is positive definite. Then,

$$\Delta V_2 = \frac{1}{2}(z_p + \tilde{u})^T \Gamma (z_p + \tilde{u}) - \frac{1}{2}z^T_{p}\Gamma z_p$$

$$= \frac{N}{2} \varepsilon^2 \theta_{p,i} \left( \sigma(\theta_{p,i}) + \sum_{l=q+2}^{q+p} \varepsilon^{l-1} \sigma(\theta_{nq+2+l,i}) \right) + \frac{1}{2}u^T \Gamma \tilde{u}.$$ 

If $|\theta_{p,i}| \geq \frac{\delta}{2}$ for at least one $i, i = 1, 2, \cdots, N$, then

$$\Delta V_2 \leq \sum_{|\theta_{p,i}| \geq \frac{\delta}{2}} \varepsilon^2 \theta_{p,i} \left( \sigma(\theta_{p,i}) + \sum_{l=q+2}^{q+p} \varepsilon^{l-1} \sigma(\theta_{nq+2+l,i}) \right) - \sum_{|\theta_{p,i}| < \frac{\delta}{2}} \varepsilon^2 \theta_{p,i} \left( \sigma(\theta_{p,i}) + \sum_{l=q+2}^{q+p} \varepsilon^{l-1} \sigma(\theta_{nq+2+l,i}) \right)$$

$$+ \frac{1}{2}u^T \Gamma \tilde{u}.$$

$$\leq \sum_{|\theta_{p,i}| \geq \frac{\delta}{2}} \left( (1-e^{\delta})\frac{\delta^2}{4} + N\lambda_N\frac{\varepsilon^2}{2} \right) + \sum_{|\theta_{p,i}| < \frac{\delta}{2}} \left( (1-e^{\delta})\frac{\delta^2}{4} + \frac{1}{2}N\lambda_N\varepsilon^2 \delta^2 \right)$$

$$\leq 0,$$

where we have used the facts that $\varepsilon \leq \frac{1}{2\lambda_N N^{2}N^{-2}}$ and $|\theta_{p,i}| < \tilde{u}$. The above derivation implies that $z_p$ will keep decreasing and $\theta_{p,i}, i = 1, 2, \cdots, N$, will enter and remain inside the interval $(-\frac{\delta}{2}, \frac{\delta}{2})$ in a finite time, after which, the evolutions of $z_{n-3}$ and $z_{n-2}$ and the control laws $u$ respectively become

$$z_{n-3}(t+1) = \alpha_{q-3n-3}(t) - \beta_{q-3n-3}(t) - \sum_{l=2}^{q+p} \varepsilon^{l-1} \sigma(\varepsilon^l \Gamma z_{n-2l+2}(t)),$$

$$z_{n-2}(t+1) = \beta_{q-3n-3}(t) + \alpha_{q-3n-3}(t) + \sum_{l=2}^{q+p} \varepsilon^{l-1} \sigma(\varepsilon^l \Gamma z_{n-2l+2}(t)),$$

and

$$u = -\varepsilon \Gamma z_n - \sum_{l=2}^{q+p} \varepsilon^{l-1} \sigma(\varepsilon^l \Gamma z_{n-2l+2}) - \sum_{l=q+1}^{q+p} \varepsilon^{l-1} \sigma(\varepsilon^l \Gamma z_{n-q-l+1}).$$
Therefore, we have $\Delta V_3 \leq 0$ and $\Delta V_4 \equiv 0$ only when $z_{p+1}(t) = z_{p+2}(t) \equiv 0$. That is, the linear discrete-time system (8)-(9) is asymptotically stable, which in turn implies that the states $z_{p+1}(t)$ and $z_{p+2}(t)$ of system (6)-(7) approach zero as time goes to infinity. Following a similar analysis of the evolutions of $z_{p+1}$ and $z_{p+2}$, we can show that $\lim_{t \to \infty} z_k(k) = 0$, $k = p + 3, p + 4, \ldots, n$, which means $\lim_{t \to \infty} (x_{ik}(t) - x_{ik}(0)) = 0$, $k = 1, 2, \ldots, n$, $i = 1, 2, \ldots, N$, and $\lim_{t \to \infty} u_i(t) = 0, i = 1, 2, \ldots, N$.

We next consider Case 2, $p = 1$ and $\lambda_1 = -1$, and $z_1(t + 1) = -z_1(t) + \varepsilon^3 \sigma(\varepsilon^{\lambda_1+1} z_1(t))$.

Construct a Lyapunov function $V_4 = \frac{1}{2} z_1^T \Gamma z_1$. Then,

$$\Delta V_4 = -z_1^T \Gamma \varepsilon^3 \sigma(\varepsilon^{\lambda_1+1} z_1) + \frac{1}{2} z_1^T \Gamma \sigma(\varepsilon^{\lambda_1+1} z_1) \sigma(\varepsilon^{\lambda_1+1} z_1) - \varepsilon^{-1} \theta_1 \sigma(\theta_1) + \frac{1}{2} \varepsilon^{2q} \sigma(\theta_1) \Gamma \sigma(\theta_1)
\leq - \varepsilon^{-1} - \frac{1}{2} \varepsilon^{2q} \Lambda_N \sigma(\theta_1) \Gamma \sigma(\theta_1)
< 0,$$

where we have used the fact that $\varepsilon \leq \frac{1}{2N \lambda N + 2N - 1}$. Thus, we have $\lim_{t \to \infty} x_1(t) = 0$.

As we have proven in Case 1, $\lim_{t \to \infty} z_k(k) = 0$, $k = 2, 3, \ldots, n$, which in turn means that $\lim_{t \to \infty} (x_{ik}(t) - x_{ik}(0)) = 0$, $k = 1, 2, \ldots, n$, $i = 1, 2, \ldots, N$, and $\lim_{t \to \infty} u_i(t) = 0, i = 1, 2, \ldots, N$.

4. SIMULATION RESULTS

Consider a group of 3 follower agents, each described by

$$\begin{bmatrix}
    x_{i1}(t+1) = x_{i1}(t) + x_{i2}(t) + x_{i3}(t), \\
    x_{i2}(t+1) = x_{i2}(t) + x_{i3}(t), \\
    x_{i3}(t+1) = x_{i3}(t) + u_i(t),
\end{bmatrix} \quad i = 1, 2, 3,$$

The dynamics of the leader agent is described as

$$\begin{bmatrix}
    x_{01}(t+1) = x_{01}(t) + x_{02}(t) + x_{03}(t), \\
    x_{02}(t+1) = x_{02}(t) + x_{03}(t), \\
    x_{03}(t+1) = x_{03}(t),
\end{bmatrix}.$$ 

The communication topology among the followers is represented by a directed graph which satisfies Assumption 2. The associated adjacency matrix $A_N$ is given by

$$A_N = \begin{bmatrix}
    0 & -1 & -1 \\
    -2 & 0 & -2 \\
    -1 & -1 & 0
\end{bmatrix},$$

and $a_0 = 1, a_02 = a_03 = 0$. Choose $v_1 = v_3 = 0.2, v_2 = 0.1$, then $\lambda_1 = 0.7464$. Choose $\varepsilon = 0.1$ to satisfy $\varepsilon < \frac{1}{2N \lambda N + 2N - 1}$.

Under the feedback control laws (4), the evolutions of the differences between the states of the follower agents and the corresponding state of the leader agent are shown in Fig. 1(a), 1(b) and 1(c), respectively. Shown in Fig. 1(d) are the inputs the follower agents. We can see that the leader-following consensus is achieved.
5. CONCLUSIONS

In this paper we have studied the global leader-following consensus problem for a group of discrete-time linear systems with bounded control. We constructed, for each follower agent, a bounded nonlinear feedback control, which uses the information of other agents obtained through multi-hop paths in the communication network. We established that global leader-following consensus is achieved under the feedback control laws we have constructed when the communication topology among follower agents forms a strongly connected and detailed balanced directed graph and the leader is a neighbor of at least one follower agent.
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