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Abstract: Based on the analysis of $\varepsilon$-entropy, information in continuous time linear multivariable stochastic systems is discussed. To describe time average information variation after a process transmitted through a continuous time system, the concept of system variety defined by the difference between $\varepsilon$-entropy rates of system input and output is proposed. Furthermore, an equivalent relation between system variety and the $H_\infty$ entropy, an auxiliary performance index in $H_\infty$ control theory, is derived by using spectral factorization. This connection gives information theoretic interpretation to $H_\infty$ entropy, and provides a new potential method to analyze and design continuous time stochastic systems.

1. INTRODUCTION

Information theoretic approaches to control systems have attracted amounts of attention (Weidemann, 1969; Engell, 1984; Petersen, 2006). An important topic in this field is the description of information transmission and variation in dynamic control systems. For discrete time systems, information and uncertainty of variables can be measured by Shannon entropy (rate) (Ihara, 1993), with which the time average information variation in dynamic systems can be discussed (Papoulis, 1991; Zhang & Sun, 2005). Unfortunately, Shannon entropy is not suitable for measuring information of continuous time processes due to its ill-posedness for infinite dimensional objective. However, the concept of $\varepsilon$-entropy defined by Kolmogorov (Kolmogorov, 1956), which is also referred to as the rate-distortion function (Berger, 1971), was introduced for measuring information of continuous variables and is helpful in analyzing the case of continuous time. It will be used in the analysis of this paper to describe time average information variation after a signal transmitted through a continuous time system.

On the other hand, as a suboptimal robust control design method, the minimum entropy $H_\infty$ control method has been developed in the past (Mustafa & Glover, 1990; Iglesias & Peters, 2000). It adopts an unintuitive function of system closed-loop transfer matrix, the $H_\infty$ entropy, as its auxiliary performance index. Although the $H_\infty$ entropy is different from Shannon entropy, it was proved to be connected with information theoretic measures firmly, for examples, in the system identification problem (Stoorvogel & Van Schuppen, 1996) and in the anisotropy-based theory of robust control (Vladimirov, Kurdyukov & Semyonov, 1995). Relationship between $H_\infty$ entropy and the description of information variation in linear discrete time system was given by the authors (Zhang & Sun, 2005). This paper will give an analogous result for continuous time case.

In order to describe information variation in continuous time linear multivariable systems, the $\varepsilon$-entropy rate will be discussed, and the concept of system variety defined as the difference between $\varepsilon$-entropy rates of system input and output will be proposed, in section 2. In section 3, the relation between system variety and the $H_\infty$ entropy will be given by using spectral factorization, and the equivalence between minimum entropy $H_\infty$ control and minimum variety control will be derived. Section 4 is the conclusion.

2. EPSILON-ENTROPY AND SYSTEM VARIETY

In this section, the description of time average information variation in continuous time systems will be discussed by adopting the measure of $\varepsilon$-entropy rate.

In the case of discrete time, Shannon entropy rate (Ihara, 1993) measures the time average information of a stationary stochastic process. Let $\xi(k)$, $k \in \mathbb{Z}$, be a discrete time sequence of real-valued random variables where $\mathbb{Z}$ denotes the set of integers. Denote by $\xi_{0}^{N} = (\xi(0), ..., \xi(N-1))$ a fragment of the sequence of $N$ variables. The entropy rate $H(\xi) \triangleq \lim_{N \rightarrow \infty} \frac{1}{N} H(\xi_{0}^{N-1})$, where $H(\xi_{0}^{N-1})$ is the differential entropy of the $N$-dimensional random vector $\xi_{0}^{N-1}$ (with the $N$-variate Lebesgue measure), describes time average information or uncertainty in $\xi(k)$. For Gaussian sequence, $H(\xi) = \frac{1}{2} \ln 2 \pi e + \frac{1}{4} \int_{-\infty}^{\infty} \ln \phi_{H}(\omega) \, d\omega,

\begin{equation}
(1)
\end{equation}

where $\phi_{H}$ is the spectral density of $\xi$. A description of information variation in discrete time linear multivariable systems, as its auxiliary performance index, is derived by using spectral factorization. This connection gives information theoretic interpretation to $H_\infty$ entropy, and provides a new potential method to analyze and design continuous time stochastic systems.
systems was given by the authors (Zhang & Sun, 2005). Let $F(z) \in \mathbb{H}_m$ (where $\mathbb{H}_m$ denotes the set of all proper and stable transfer functions) be a full-rank square transfer function matrix of a discrete time linear multivariable system, i.e. $\det(F(e^{j\omega})) \neq 0$ for almost all $\omega \in [-\pi, \pi]$. Suppose it is driven by a stationary stochastic input $\xi(k) \in \mathbb{R}^n$ (where $\mathbb{R}$ denotes the set of all real numbers). Then the entropy rate of system output $\zeta(k) \in \mathbb{R}^n$ is

$$\bar{H}(\zeta) = \bar{H}(\xi) + \frac{1}{4\pi} \int_{-\pi}^{\pi} \ln | \det(F(e^{j\omega}))^2 | \ d\omega.$$  

The integral term in (2) is the difference between entropy rates of output and input. It describes the variation of information (or uncertainty) after a signal transmitted through a discrete time linear system, and was referred to as the ‘variety’ of system $F(z)$ (Zhang & Sun, 2003), which can be considered as the extending concept of the variety of a random variable (Ashby, 1957). Denote it as

$$V(F) = \frac{1}{4\pi} \int_{-\pi}^{\pi} \ln | \det(F(e^{j\omega}))^2 | \ d\omega.$$  

The variety is defined by system parameters, and independent of extraneous input.

The entropy rate and the variety discussed above are well defined for discrete time systems. However, no analogue of the expression (1) exists in continuous time. The obstacle in using directly the Shannon entropy to describe the information of a continuous time process is that the entropy of a path of continuous time process is always infinite, even if it is stationary. An alternative way to measure information of a process is to characterize the information contained in its observation (or reproduction). The value of a process for user can be defined by how precisely the user obtains its information when it is reproduced. Then the information of a continuous time process $\zeta(t)$ can be measured as (Kolmogorov, 1956).

$$\sigma^2 \leq \varepsilon^2,$$  

then the $\varepsilon$–entropy rate of $\zeta(t)$ is defined as (Kolmogorov, 1956)

$$\bar{H}_\varepsilon(\zeta) = \inf_{\phi \in \Phi} \bar{I}(\zeta; \hat{\zeta}).$$  

Function (6) can also be called as “the speed of creation of message in the process $\zeta(t)$ for a certain reproduction exactness”. In the Gaussian case, the $\varepsilon$–entropy rate can be calculated as (Kolmogorov, 1956; Berger, 1971)

$$\bar{H}_\varepsilon(\zeta) = \frac{1}{4\pi} \int_{-\pi}^{\pi} \max [0, \ln \phi_\varepsilon(\omega) / \theta^2] \ d\omega,$$  

where $\phi_\varepsilon$ is the spectral density of $\xi$, the parameter $\theta$ is uniquely determined from the equation

$$\varepsilon^2 = \frac{1}{2\pi} \int_{-\pi}^{\pi} \min [\theta^2, \phi_\varepsilon(\omega)] \ d\omega.$$  

In follows, we will use (7) to get our conclusion. Firstly, the scalar case will be considered.

Suppose a stable system $f(s)$ is driven by the stationary Gaussian process $\zeta(t)$, its output is $\xi(t)$. It can be seen from (8) that $\theta^2 = \min_{\phi} \phi_\varepsilon(\omega)$, then $\varepsilon^2 = \theta^2$, and

$$\bar{H}_\varepsilon(\zeta) = \frac{1}{4\pi} \int_{-\pi}^{\pi} \ln \phi_\varepsilon(\omega) / \varepsilon^2 \ d\omega.$$  

Conversely, if $\varepsilon^2 \leq \min_{\phi} \phi_\varepsilon(\omega)$, then we can also get that $\theta^2 \leq \min_{\phi} \phi_\varepsilon(\omega)$ and $\varepsilon^2 = \theta^2$. Hence, when the required reproduction distortion is small enough such that $\varepsilon^2 \leq \min_{\phi} \phi_\varepsilon(\omega)$, the $\varepsilon$–entropy rate of Gaussian process $\zeta(t)$ can be calculated by (9). Suppose the mean square reproduction distortion of $\zeta(t)$ is bounded by $\rho^2$, i.e.

$$T(\zeta, \hat{\zeta}) = \lim_{T \to \infty} \frac{1}{T} \text{I}(\zeta^T, \hat{\zeta}^T),$$

if the limit exists, where $\text{I}(\zeta^T, \hat{\zeta}^T)$ is the mutual information between the entire paths of $\zeta(t)$ and $\hat{\zeta}(t)$ over $0 \leq t \leq T$. If the processes are stationary, the limit exists.

It is natural to characterize the precision of reproduction of a continuous time stationary process $\zeta(t)$ by using the mean square distortion measure $\sigma^2 = \mathbb{E}[(\hat{\zeta}(t) - \zeta(t))^2]$, where $\mathbb{E}$ denotes the mathematical expectation. Suppose a certain reproduction precision is required, i.e.,

$$\sigma^2 \leq \varepsilon^2,$$

then the $\varepsilon$–entropy rate of $\zeta(t)$ is defined as (Kolmogorov, 1956)

$$\bar{H}_\varepsilon(\zeta) = \inf_{\phi \in \Phi} \bar{I}(\zeta; \hat{\zeta}).$$  

1 Ashby, one precursor of cybernetics, defined the concept of ‘variety’ of a random variable, and proposed the ‘law of requisite variety’ of feedback control systems.
\[ \mathbb{E}[\{\zeta(t) - \hat{\zeta}(t)\}^2] \leq \rho^2. \] If \( \rho^2 \leq \min_{\omega} \phi_\omega(\omega) \), where \( \phi_\omega(\omega) \) is the spectrum of \( \zeta(t) \), then the \( \varepsilon \)-entropy rate of \( \zeta(t) \) is

\[
\overline{H}_\varepsilon(\zeta) = \frac{1}{4\pi} \int_{-\infty}^{\infty} \ln \frac{\phi_\omega(\omega)}{\rho^2} \, d\omega. \tag{10}
\]

Furthermore, if \( \varepsilon = \rho \), i.e., the reproductions of system input and output are subjected to a common precision requirement, then

\[
\overline{H}_\varepsilon(\zeta) - \overline{H}_\varepsilon(\hat{\zeta}) = \frac{1}{4\pi} \int_{-\infty}^{\infty} \ln |f(j\omega)|^2 \, d\omega. \tag{11}
\]

The term in the right hand of equality in (11) is the scalar continuous time version of (3).

Now let us consider the case of multivariable systems under the following assumption.

Assumption 1: Suppose a multivariable full-rank continuous time linear system \( F(s) \in \mathbb{H}_+^{m-n} \) is driven by a Gaussian vector stationary processes \( \xi(t) \in \mathbb{R}^n \), its output is \( \zeta(t) \in \mathbb{R}^m \). The covariance matrices of \( \xi(t) \) and \( \zeta(t) \) are respectively \( \Pi_\xi(t) \) and \( \Pi_\zeta(t) \), and the corresponding spectrums are respectively \( \Phi_\xi(\omega) \), \( \Phi_\zeta(\omega) \).

Define the mean square distortion requirement of the virtual reproduction of \( \xi(t) \) as

\[
\mathbb{E}[\{(\xi(t) - \hat{\xi}(t))^\dagger (\xi(t) - \hat{\xi}(t))\}] \leq \varepsilon^2. \tag{12}
\]

For \( \Pi_\zeta(t) \) is positive, suppose \( U(t) \) be the unitary matrix that diagonalizes \( \Pi_\zeta(t) \) for all time, i.e.,

\[
\Omega(t) \defeq U^\dagger(t) \Pi_\zeta(t) U(t) = \text{diag}[\lambda_1(t), \lambda_2(t), \ldots, \lambda_m(t)],
\]

where \( \lambda_i(t), i = 1, 2, \ldots, m \) are eigenvalues of \( \Pi_\zeta(t) \). Denote \( \vartheta(t) \defeq U^\dagger(t) \xi(t) = [\vartheta_1(t), \vartheta_2(t), \ldots, \vartheta_m(t)]^\dagger \), where \( \vartheta(t), i = 1, 2, \ldots, m \), are mutual independent. Under the mean square distortion constraint

\[
\mathbb{E}[\{(\vartheta(t) - \hat{\vartheta}(t))^\dagger (\vartheta(t) - \hat{\vartheta}(t))\}] = \mathbb{E}[\{(\xi(t) - \hat{\xi}(t))^\dagger (\xi(t) - \hat{\xi}(t))\}] \leq \varepsilon^2
\]

the \( \varepsilon \)-entropy of the vector variable \( \vartheta(t) \) at time \( t \) is (Berger, 1971)

\[
H_\varepsilon(\vartheta(t)) = \sum_{i=1}^{m} H_\varepsilon(\vartheta_i(t)) = \frac{1}{2} \sum_{i=1}^{m} \ln \frac{\lambda_i(t)}{\delta_i(t)} = \frac{1}{2} \sum_{i=1}^{m} \ln \frac{\lambda_i(t)}{\delta_i(t)},
\]

where

\[
\delta_i(t) = \begin{cases} a(t), & \text{if } a(t) \leq \lambda_i(t), \\ \lambda_i(t), & \text{if } a(t) > \lambda_i(t), \end{cases}
\]

and \( a(t) \) is chosen so that \( \sum_{i=1}^{m} \delta_i(t) = \varepsilon^2 \). This is the so-called water-filling solution. It is seen that if \( a(t) \leq \lambda_i(t) \) for all \( i \), then \( \delta_i(t) = a(t) \) and \( a(t) = \frac{1}{m} \varepsilon^2 \). Note that if

\[
\frac{1}{m} \varepsilon^2 \leq \min_{i}, \lambda_i(t), \tag{13}
\]

then \( a(t) \leq \lambda_i(t) \), the \( \varepsilon \)-entropy of \( \vartheta(t) \) at time \( t \) is

\[
H_\varepsilon(\vartheta(t)) = \frac{1}{2} \sum_{i=1}^{m} \ln \frac{m \lambda_i(t)}{\varepsilon^2} = \frac{1}{2} \ln \left( \frac{m}{\varepsilon^2} \right) \det \Omega(t). \tag{14}
\]

Suppose a stricter requirement that

\[
\frac{1}{m} \varepsilon^2 \leq \min_{i}, \lambda_i(t), \tag{15}
\]

i.e., the process reproduction is subjected to distortion requirement (13) for all time. For \( \vartheta(t), i = 1, 2, \ldots, m \), are mutual independent for all time, then under condition (15)

\[
\overline{H}_\varepsilon(\vartheta) = \sum_{j=1}^{m} \frac{1}{4\pi} \int_{-\infty}^{\infty} \ln \frac{m \lambda_j(\omega)}{\varepsilon^2} \, d\omega = \sum_{j=1}^{m} \overline{H}_\varepsilon(\vartheta_j),
\]

where the first equality is gotten from (9) and (14), \( \lambda_j(\omega), i = 1, \ldots, m \), are eigenvalues of \( \Phi_\vartheta(\omega) \).

For \( \vartheta(t) \) is the unitary transformation of \( \xi(t) \), then we get that under conditions (12) and (15), the \( \varepsilon \)-entropy of \( \xi(t) \) at time \( t \) is

\[
H_\varepsilon(\xi(t)) = H_\varepsilon(\vartheta(t)) = \frac{1}{2} \ln \left( \frac{m}{\varepsilon^2} \right) \det \Pi_\xi(t),
\]

and hence...
The above analysis for $\xi(t)$ is applicable to the output process $\zeta(t)$, for it is also Gaussian stationary. Suppose the distortion of the reproduction of $\zeta(t)$ is bounded by $\rho^2$, i.e.,

$$
\mathbb{E}[(\zeta(t) - \hat{\zeta}(t))^2] \leq \rho^2,
$$

and $\frac{1}{m} \rho^2 \leq \min \{\lambda_i(t), \kappa(t)\}$, where $\kappa(t)$ is an eigenvalue of $H_\zeta$.

Then the $\varepsilon$-entropy rate of $\zeta(t)$ is

$$
\bar{H}_\rho(\zeta) = \frac{1}{4\pi} \int_{-\infty}^{\infty} \ln \left( \frac{m}{\rho^2 \lambda_i(\omega)} \det \Phi_\xi(\omega) \right) d\omega,
$$

Furthermore, when the reproductions of $\xi(t)$ and $\zeta(t)$ are subjected to a common low enough distortion, the following conclusion is derived.

**Proposition 1:** Consider the full-rank continuous time stable system $F(s) \in \mathbb{H}_c^{-\infty}$ under Assumption 1. Suppose the reproductions of input $\xi(t)$ and output $\zeta(t)$ are subjected to a common distortion constraint, i.e.,

$$
\mathbb{E}[(\xi(t) - \hat{\xi}(t))^2] \leq \varepsilon^2,
$$

and the distortion is low enough such that

$$
\frac{1}{m} \varepsilon^2 \leq \min \{\lambda_i(t), \kappa_i(t)\},
$$

then

$$
\bar{H}_\rho(\xi) - \bar{H}_\rho(\zeta) = \frac{1}{4\pi} \int_{-\infty}^{\infty} \ln | \det F(j\omega) |^2 d\omega.
$$

**Proof:** Equation (19) is derived based on above analysis and the fact that $\Phi_\xi(\omega) = F(j\omega)\Phi_\xi(\omega)F^*(j\omega)$.

**Remark 1:** High reproduction precision is a natural requirement when we try to characterize the information contained in a process, i.e., we tend to make the reproduction distortion as low as possible. Moreover, when we investigate the information difference between two processes, it is ‘justice’ to ask a common precision requirement to reproductions. Hence, the conditions in Proposition 1 is rational. In following analysis, the $\varepsilon$-entropy rates will always be defined by means of these conditions. The term in the right hand of (19), which is the difference of $\varepsilon$-entropy rates of system input and output, can be considered as the information (or uncertainty) variation after the input process transmitted through system $F(s)$. Denote it as

$$
V(F) \triangleq \frac{1}{4\pi} \int_{-\infty}^{\infty} \ln | \det F(j\omega) |^2 d\omega.
$$

It is the continuous time version of (3), and can be referred to as the ‘variety’ of the continuous time system. It is also defined by system parameters, and independent of extraneous input.

3. VARIETY AND $H_c$ ENTROPY

In this section, we will discuss the relation between variety and $H_c$ entropy in continuous time linear systems. We will use $G(s) = [A, B, C, D]$ to denote a system realization, which means $G(s) = C(sI - A)^{-1}B + D$.

**Assumption 2:** Consider a continuous time linear multivariable system $G(s) \in \mathbb{RH}_c^{-\infty}$ (where $\mathbb{RH}_c$ denotes the set of all proper, rational and stable transfer functions). Its input and output are respectively $w(t) \in \mathbb{R}^m$ and $z(t) \in \mathbb{R}^n$, and

$$||G(s)||_\infty < \eta.
$$

It has a stablizable and detectable realization as

$$
G(s) = \{A, B, C\}
$$

where $A$, $B$ and $C$ are constant matrices with corresponding dimensions.

The minimum entropy $H_c$ control of $G(s)$ is to minimize the $H_c$ entropy (Mustafa & Glover, 1990) under the given constraint (21):

$$
E(G, \eta) \triangleq \frac{\eta^2}{2\pi} \int_{-\infty}^{\infty} \ln \det[I - \eta^2 G^*(j\omega)G(j\omega)] d\omega.
$$
Regardless the fact that the $H_\infty$ control and information theoretic method have different philosophies, the connection between these two methodologies will be analyzed in follows by using spectral factorization.

From the spectral factorization theorem (Zhou, 1998), Assumption 2 allows one has

$$
\eta^2 I - G^*(s)G(s) = U^*(s)U(s),
$$

where $U(s), U^{-1}(s) \in \mathbb{R}^{n \times m}$,

$$
\|U\|_\infty \leq \eta,
$$

and $U(s)$ has the state space realization

$$
U(s) = \{A, B, -R^2 F, R^2\},
$$

where

$$
F = R^2 B^T X,
R = \eta^2 I,
$$

and $X = X^T \geq 0$ is the stabilizing solution of an algebraic Riccati equation

$$
X = \text{Ric} \begin{bmatrix} A & BR^{-1} B^T \\ -C^T C & -A^T \end{bmatrix}.
$$

Let $\Lambda(s) = U^{-1}(s) \cdot A(s)$ has the realization

$$
\Lambda(s) = \{A + BF, -BR^{-1}, -F, R^{-1}\}.
$$

Then,

$$
[\eta^2 I - G^*(s)G(s)]^{-1} = \Lambda^*(s)A(s).
$$

Suppose $\Lambda(s)$ is the closed-loop transfer function of a system driven by a stationary process. Let $\overline{H}_f(\alpha)$ and $\overline{H}_f(\beta)$ be $\varepsilon$-entropy rates of its input $\alpha(t)$ and output $\beta(t)$, respectively. Then the variety of $\Lambda(s)$ is

$$
V(A) \triangleq \frac{1}{4\pi} \int_{-\infty}^{\infty} \ln | \det \Lambda(j\omega) |^2 d\omega
= \overline{H}_f(\beta) - \overline{H}_f(\alpha).
$$

From (23), (30) and (31), the following conclusion can be gotten directly.

**Proposition 2**: For system $G(s) \in \mathbb{R}^{n \times m}$ satisfies the conditions stated in Assumption 2, there exists a system $\Lambda(s)$ with state space realization (29) satisfying the spectral factorization (30), so that

$$
E(G, \eta) = 2\eta^2 V(A) - 2m\zeta^2 \ln \eta^2.
$$

**Remark 2**: Proposition 2 gives an information theoretic interpretation for the $H_\infty$ entropy of system $G(s)$: Minimizing the $H_\infty$ entropy of system $G(s)$ is equivalent to minimizing the variety of system $\Lambda(s)$.

**4. CONCLUSIONS**

Based on the analysis of $\varepsilon$-entropy, the concept of variety was introduced to describe information variation in continuous time linear multivariable systems, and an equivalent relation between system variety and the $H_\infty$ entropy was derived. This connection provides new potential methods to analyze and design continuous time stochastic systems under the framework of information theory.
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