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Abstract: The purpose of this paper is to evaluate the reliability in finite samples of different methods for constructing probabilistic parameter confidence regions in prediction error identification using Output Error (OE) models. The paper presents alternatives to the “classical method” of constructing asymptotically valid confidence regions, which is based on the asymptotic statistical properties of the parameter estimator. It is shown that if alternative test statistics are used, more reliable confidence regions for finite samples can be obtained. Particularly, it is demonstrated that the use of a test statistic based on the Fisher score allows the construction of exact confidence regions for finite samples.
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1. INTRODUCTION

Prediction error (PE) methods have become a wide-spread technique for system identification. In PE identification, the reliability of the parametric dynamic models identified on the basis of measurement data is generally limited due to noise disturbances and the finite length of the data. The need for quantifying model uncertainties is especially relevant when identified models are used as a basis for model based control, monitoring, simulation or any other model based decision-making. An indication of the reliability of the identified model is given by probabilistic confidence regions for its parameters. A confidence region is a region in the parameter space that attempts to “cover” the true but unknown parameter vector with a nominal probability. Confidence regions are exact if the coverage probability equals the nominal probability. The confidence regions that are most widely used in PE identification are derived from the asymptotic statistical properties of the parameter estimator. These regions generally have a simple ellipsoidal shape, but for finite data lengths their nominal level is often misleading. Finite-time analysis of parameter inference in PE identification is an important problem, however with few results so far. For some results see e.g. (Campi and Weyer, 2002; Weyer and Campi, 2002; Campi and Weyer, 2005). In this paper, we consider the construction of confidence regions for the parameters of Output Error (OE) models. The classical method as well as a recently proposed alternative (Douma and Van den Hof, 2005) are briefly reviewed. In addition, three new alternative methods (with finite time perspectives) are proposed, two of which are based on likelihood theory. The goal of the paper is to evaluate, validate and compare the reliability of different methods for constructing confidence regions for finite data lengths. This is done by means of Monte-Carlo simulation experiments. It is shown that although all methods considered are equivalent in very large samples, for finite data lengths the methods show different reliability. Results of a similar study for the case of ARX (Auto Regression with eXogenous inputs) models were presented earlier (den Dekker et al., 2007).

2. STATISTICAL INFERENCE IN PREDICTION ERROR IDENTIFICATION

We will consider dynamical data generating systems of the form

\[ y(t) = G_0(q)u(t) + H_0(q)e(t) \]  \hspace{1cm} (1)

with \( q \) the standard shift operator, \( y(t) \) the stochastic (measurable) output signal, \( u(t) \) the deterministic (measurable) input signal and \( e(t) \) (non-measurable) zero-mean Gaussian white noise. In (1), \( G_0(z) \) and \( H_0(z) \) are proper rational transfer functions that have no poles in \( |z| \geq 1 \), which means that the system is stable. In addition, \( H_0(z) \) will be restricted to be monic and minimum-phase. The one-step ahead predictor of \( y(t) \), given the system (1) and given the observations \( \{y(s), u(s)\}, s \leq t-1 \), is given by

\[ \hat{y}(t|t-1) = H_0^{-1}(q)G_0(q)u(t) + [1 - H_0^{-1}(q)]y(t), \]  \hspace{1cm} (2)

which can be rewritten as

\[ y(t) = \hat{y}(t|t-1) + e(t). \]  \hspace{1cm} (3)

The one-step ahead predictor (2) is the best one-step ahead predictor in the sense of the conditional expectation (Ljung, 1999). In reality, the true system \( (G_0(z), H_0(z)) \) is generally unknown, and predictor models determined by a collection of two rational transfer functions \( (G(z), H(z)) \) are considered instead. A predictor model set \( \mathcal{M} \) is defined as any collection of predictor models:

\[ \mathcal{M} := \{(G(q, \theta), H(q, \theta))|\theta \in \Theta \subset \mathbb{R}^n\} \]  \hspace{1cm} (4)
with $\theta$ a real valued parameter vector ranging over a subset of $\mathbb{R}^n$. It is assumed that this model set is composed of predictor models (i.e., transfer functions) that satisfy the same conditions of properness, stability and monicity as the transfer functions $H_0(z)$ and $G_0(z)$ described above. Underlying the set of models, there is a parameterization that determines the specific relation between a parameter vector $\theta$ and a model $M$ within $\mathcal{M}$. If we assume that the data generating system $S$ belongs to the model set $(S \in \mathcal{M})$, there exists an exact parameter $\theta_0$ reflecting the transfer functions $G_0$ and $H_0$ and one may rewrite (3) as
\[
y(t) = \hat{y}(t|t-1; \theta_0) + \varepsilon(t),
\]
with $\hat{y}(t|t-1; \theta_0) = H^{-1}(q, \theta)G(q, \theta)u(t)[1-H^{-1}(q, \theta)\varepsilon(t)]$. (6)
The model of the observations is given by
\[
y(t) = \hat{y}(t|t-1; \theta) + \varepsilon(t, \theta),
\]
with $\varepsilon(t, \theta)$ the prediction errors. Since $S \in \mathcal{M}$, the prediction errors evaluated at $\theta_0$ are equal to $\varepsilon(t)$ and thus zero mean, independent, Gaussian distributed, with probability density function (PDF)
\[
f_\varepsilon(\varepsilon(t, \theta_0); \theta_0) = \frac{1}{\sqrt{2\pi\sigma^2}}\exp\left[-\frac{1}{2\sigma^2}\varepsilon^2(t, \theta_0)\right],
\]
with $\sigma^2$ the variance of $\varepsilon(t)$. The joint PDF of the observations $y^N = \{y(t)\}_{t=1}^{N}$ (conditioned on the given deterministic input sequence $u^N$) is given by:
\[
f_y(y^N; \theta_0) = \prod_{t=1}^{N} f_\varepsilon(\varepsilon(t, \theta_0); \theta_0) = \prod_{t=1}^{N} f_\varepsilon(\varepsilon(t, \theta_0); \theta_0).
\]
Taking the logarithm yields:
\[
\log f_y(y^N; \theta_0) = \sum_{t=1}^{N} \log f_\varepsilon(\varepsilon(t, \theta_0); \theta_0),
\]
which can be written as
\[
\log f_y(y^N; \theta_0) = -\frac{N}{2} \log(2\pi) - N \log \sigma - \frac{N}{2\sigma^2} V_N(\theta_0),
\]
with
\[
V_N(\theta_0) = \frac{1}{N} \sum_{t=1}^{N} \varepsilon(t, \theta_0)^2.
\]

2.1 The Fisher score
The Fisher score $S(\theta)$ is defined as
\[
S(\theta) = \frac{\partial \log f_y(y^N; \theta)}{\partial \theta}.
\]
It can be shown that the Fisher score (13) evaluated at the true value $\theta_0$ of $\theta$ has mean zero:
\[
\mathbb{E}[S(\theta_0)] = 0.
\]
It follows from (13) and (11) that the Fisher score can be written as
\[
S(\theta) = -\frac{N}{2\sigma^2} V'_N(\theta)
\]
with $V'_N(\theta)$ the first derivative of $V_N(\theta)$ with respect to $\theta$.

2.2 The Fisher information matrix
The covariance matrix of the Fisher score $S(\theta_0)$ is described by
\[
J(\theta_0) = \mathbb{E}\left[ S(\theta_0) S^T(\theta_0) \right]
\]
which is known as the Fisher information matrix (Fisher, 1922). It can be shown that $J(\theta_0)$ may alternatively be written as
\[
J(\theta_0) = -\mathbb{E}\left[ \frac{\partial^2 \log f_y(y^N; \theta)}{\partial \theta^2} \right]_{\theta=\theta_0}.
\]
It follows from (11), (15), (16) and (17) that the Fisher information matrix is given by:
\[
J(\theta_0) = \frac{N^2}{4\sigma^4} \mathbb{E}\left[ V'(\theta_0) V''(\theta_0) \right],
\]
or, alternatively, by
\[
J(\theta_0) = \frac{N}{2\sigma^2} \mathbb{E}[V'(\theta_0)],
\]
with $V''(\theta)$ the second derivative of $V(\theta)$ with respect to $\theta$. Furthermore, by the multivariate central limit theorem, it is generally derived that, for $N \to \infty$,
\[
S(\theta_0) \rightarrow N(0, J(\theta_0)),
\]
that is, the Fisher score is asymptotically normally distributed with expectation value zero and covariance matrix $J(\theta_0)$ (Wilks, 1962).

2.3 The likelihood function and the maximum likelihood estimator
By substituting the available observations $y^N$ for the corresponding indeterminate variables in (9) and regarding the resulting expression as a function of the parameter vector $\theta$ for fixed observations $y^N$, the likelihood function, written as $f_y(\theta; y^N)$, is obtained. The maximum likelihood estimator (MLE) of $\theta_0$ is given by
\[
\hat{\theta}_N = \arg \max_{\theta} f_y(\theta; y^N) = \arg \min_{\theta} V_N(\theta).
\]
Fisher (1922) has shown that, for $N \to \infty$,
\[
\hat{\theta}_N \rightarrow N(\theta_0, J^{-1}(\theta_0)).
\]
Furthermore, Wald (1949) has shown that, under very general conditions, the MLE $\hat{\theta}_N$ is a consistent estimator. Finally, it can be shown that the MLE of $\sigma^2$ is given by
\[
\hat{\sigma}_M^2 = V_N(\hat{\theta}_N),
\]
whereas a (slightly) more accurate estimator of $\sigma^2$ is given by
\[
\hat{\sigma}_M^2 = \frac{N}{N-n} V_N(\hat{\theta}_N).
\]

3. OUTPUT ERROR MODELLING
The OE model structure describes the input-output relationship of a linear dynamical system as in (1) with
\[
G(q, \theta) = \frac{q^{-n_k} B(q^{-1}, \theta)}{F(q^{-1}, \theta)}, \quad H(q, \theta) = 1
\]
with $n_k$ the delay and
\[
B(q^{-1}, \theta) = \left( b_0 + b_1 q^{-1} + \cdots + b_{n_k-1} q^{-n_k+1} \right),
\]
\[
F(q^{-1}, \theta) = 1 + f_1 q^{-1} + \cdots + f_{n_f} q^{-n_f},
\]
with $\theta^T = \{b_0, b_1, \ldots, b_{n_k-1}, f_1, \ldots, f_{n_f}\}$. In an output error model structure we consider the one-step ahead predictor
\[
\hat{y}(t|t-1; \theta) = \frac{B(q, \theta)}{F(q, \theta)} u(t)
\]
and we denote the predictor derivative:
\[ \psi (t, \theta) = \frac{\partial}{\partial \theta} \hat{y}(t|t-1; \theta). \]  
(29)
Furthermore, define
\[ \Psi (\theta) = \begin{bmatrix} \psi^T(1, \theta) \\ \vdots \\ \psi^T(N, \theta) \end{bmatrix}. \]  
(30)
Suppose that the data generating system belongs to the model class \((S \in \mathcal{M})\). The MLE \(\hat{\theta}_N\) of \(\theta_0\) is then given by (21), where
\[ V_N(\theta) = \frac{1}{N} \sum_{t=1}^{N} (y(t) - \hat{y}(t|t-1; \theta))^2 \]  
(31)
and the Fisher score is equal to
\[ S(\theta) = -\frac{N}{2\sigma^2} \psi^T(\theta) - 1 \sum_{t=1}^{N} \psi(t, \theta) [y(t) - \hat{y}(t|t-1; \theta)] \]
\[ = \frac{1}{\sigma^2} \Psi^T(\theta) (y - \hat{y}(\theta)), \]  
(32)
with
\[ y = [y(1), y(2), \ldots, y(N)]^T, \]
\[ \hat{y}(\theta) = [\hat{y}(1|0; \theta), \hat{y}(2|1; \theta), \ldots, \hat{y}(N|N-1; \theta)]^T. \]  
(33)
Evaluating (32) at \(\theta = \theta_0\) yields:
\[ S(\theta_0) = \frac{1}{\sigma^2} \Psi^T(\theta_0) e, \]  
(35)
with \(e = [e(1) \cdots e(N)]^T\). It is very important to note that for OE models, the Fisher score (35) is exactly normally distributed (due to the fact that the term \(\Psi(\theta_0)\) is deterministic) and the asymptotic result (20) holds for finite data as well:
\[ S(\theta_0) \sim \mathcal{N}(0, J(\theta_0)), \forall N, \]  
(36)
where the Fisher information matrix \(J(\theta_0)\) is given by:
\[ J(\theta_0) = \mathbb{E} [S(\theta_0) S^T(\theta_0)] = \frac{1}{\sigma^2} \Psi^T(\theta_0) \Psi(\theta_0). \]  
(37)
As we will see later, this result allows us to construct confidence regions that are exact also for finite values of \(N\), which is remarkable since in the classical approach, based on the statistical properties of the parameter estimator, exact confidence regions for finite samples are only obtained for linear regression models with deterministic regressors, such as Finite Impulse Response (Ljung, 1999).

### 4. CONFIDENCE REGIONS

Confidence regions can be interpreted as the result of hypothesis testing. If we want to test the null hypothesis
\[ H_0 : \theta_0 = \theta \]  
(38)
against the alternative hypothesis
\[ H_1 : \theta_0 \neq \theta, \]  
(39)
at significance level \(\alpha\), where the significance level is defined as the probability of rejecting \(H_0\) when \(H_0\) is true, we first have to construct a test statistic with known distribution under \(H_0\). Such a test statistic will be a function of \(\theta\) and \(\hat{y}^T\). The general test principle now states that the null hypothesis \(H_0\) is rejected if the sample value of the test statistic used is larger than some user specified threshold. Knowledge of the PDF of the test statistic under \(H_0\) allows one to compose tests (i.e., set thresholds) with a desired significance level. This principle can now be used to compose confidence regions for the parameters \(\theta_0\). This is done as follows. First, select a test statistic for testing the null hypothesis \(\theta_0 = \theta\) against the alternative \(\theta_0 \neq \theta\), at significance level \(\alpha\). A 100(1-\(\alpha\))% confidence region for \(\theta_0\) is then constituted by the set of all values \(\theta\) for which the null hypothesis \(\theta_0 = \theta\) would be accepted.

#### 4.1 The classical approach

In the classical approach to constructing confidence regions for the parameters of OE models, the starting point is a first order Taylor expansion:
\[ \hat{\theta}_N - \theta_0 \approx \chi^2 N \left( V''(\theta_0) \right)^{-1} V_N'(\theta_0), \]  
(40)
with \(V''(\theta_0) = \frac{1}{\sigma^2} \Psi^T(\theta_0) \Psi(\theta_0)\) (assuming a deterministic input sequence \(u^N\)) (Ljung, 1999). It can be shown that
\[ V_N'(\theta_0) \sim \mathcal{N}(0, \frac{2\sigma^2}{N} V''(\theta_0)). \]  
(41)
Hence, in the first order Taylor approximation, an expression for the covariance matrix of \((\hat{\theta}_N - \theta_0)\) is given by
\[ P = \frac{2\sigma^2}{N} \chi^2 N \left( V''(\theta_0) \right)^{-1} = \frac{2\sigma^2}{N} \left( V''(\theta_0) \right)^{-1}. \]  
(42)
This covariance matrix is approximated using an estimate of \(V''(\theta_0)\) given by the term \(\frac{1}{\sigma^2} \Psi^T(\theta_0) \Psi(\theta_0)\) to arrive at the test statistic:
\[ \frac{1}{\sigma^2} (\hat{\theta}_N - \theta)^T \Psi^T(\theta_0) \Psi(\theta_0) (\hat{\theta}_N - \theta) \]
Under \(H_0\), the test statistic (43) has approximately a \(\chi^2_n\) distribution, i.e., a chi-square distribution with \(n\) degrees of freedom. An approximately valid 100(1-\(\alpha\))% confidence region for \(\theta_0\) is then given by
\[ \left\{ \hat{\theta}_N : \frac{1}{\sigma^2} (\hat{\theta}_N - \theta)^T \Psi^T(\theta_0) \Psi(\theta_0) (\hat{\theta}_N - \theta) \leq \chi^2_n \alpha \right\}, \]  
(44)
where \(\chi^2_n \alpha\) is the \(1 - \alpha\) quantile of the chi-square distribution with \(n\) degrees of freedom (cfr. Mood et al. (1974)). This confidence region corresponds with the one implemented in the Matlab System Identification Toolbox (Ljung, 2003) and has also been derived by Donnua and Van den Hof (2006) using an alternative paradigm for probabilistic uncertainty bounding.

Alternatively, (44) can be derived starting from the (asymptotic) statistical properties of the MLE described in section 2. It follows from (22), and the consistency property of the MLE that the quadratic form
\[ (\hat{\theta}_N - \theta_0)^T J(\hat{\theta}_N) (\hat{\theta}_N - \theta_0) \]  
(45)
has asymptotically (i.e., for \(N \to \infty\)) a \(\chi^2_n\) distribution. (Kay, 1998). Then, if we want to test the null hypothesis (38) against the alternative hypothesis (39) the test statistic
\[ T_W = (\hat{\theta}_N - \theta)^T J(\hat{\theta}_N) (\hat{\theta}_N - \theta), \]  
(46)
which is known as the Wald test statistic, may be used. Asymptotically, (46) has a \(\chi^2_n\) distribution under \(H_0\). It follows from section 3 that for the case of normally distributed data \(y^T\) and an OE model structure, the test statistic \(T_W\) can be written as:
\[ T_W = \frac{1}{\sigma^2} (\hat{\theta}_N - \theta)^T \Psi (\hat{\theta}_N) \Psi (\hat{\theta}_N) (\hat{\theta}_N - \theta), \]  
which equals (43). Finally, it can be shown that if \( \sigma^2 \) is replaced by \( \hat{\sigma}^2 \), the distribution of (43) is better approximated by an \( F \) distribution and the term \( \chi^2_{N-\alpha} \) in (44) is to be replaced by \( nF_{n,N-\alpha} \), with \( F_{n,N-\alpha} \) the \( 1-\alpha \) quantile of the \( F \) distribution with \( n \) and \( N \) degrees of freedom. This leads to the following asymptotically valid 100(1-\( \alpha \))% confidence region for \( \theta_0 \):

\[ \left\{ \theta \mid \frac{1}{n} (\hat{\theta}_N - \theta)^T \Psi (\hat{\theta}_N) \Psi (\hat{\theta}_N) (\hat{\theta}_N - \theta) \leq F_{n,N-\alpha} \right\} \]  
(48)

4.2 An alternative approach without Taylor approximation

An alternative approach, without Taylor approximation, was recently proposed by Douma and Van den Hof (2005). Since the MLE \( \hat{\theta}_N \) of \( \theta_0 \) is given by Eq.(21), it must satisfy \( V'_N(\hat{\theta}_N) = 0 \). By defining

\[ y_F(t) = F(\hat{\theta}_N, t)^{-1} y(t); \quad u_F(t) = F(\hat{\theta}_N, t)^{-1} u(t) \]  
(49)

the equation \( V'_N(\hat{\theta}_N) = 0 \) can be rewritten as

\[ \frac{1}{N} \sum_{t=1}^{N} \left[ F(\hat{\theta}_N, t) y_F(t) - z^{-n} B(\hat{\theta}_N) u_F(t) \right] \psi(t, \hat{\theta}_N) = 0. \]  
(50)

The parameter estimate \( \hat{\theta}_N \) satisfying these equations can now be written in a linear regression-type equation:

\[ \hat{\theta}_N = (\Psi^T \Phi)^{-1} \Psi^T \Phi \]  
(51)

with \( \Psi = \Psi(\hat{\theta}_N) \), \( y_F = [y_F(1) \cdots y_F(N)]^T \), \( \Phi^T = \left[ \varphi_F(1, \hat{\theta}_N), \cdots, \varphi_F(N, \hat{\theta}_N) \right] \) and

\[ \varphi_F(t, \hat{\theta}_N) = [u_F(t-n_k) \cdots u_F(t-n_k-n_b+1)]^T. \]  
(52)

The system’s relations

\[ y(t) = \frac{q^{-n_b} B_0(q)}{F_0(q)} u(t) + c(t) \]  
(54)

can then be rewritten as:

\[ F_0(q)y_F(t) = q^{-n_b} B_0(q) u_F(t) + \frac{F_0(q)}{F(q, \hat{\theta}_N)} c(t), \]  
(55)

which can be rewritten in the regression form:

\[ y_F = \Phi \theta_0 + e_F, \]  
(56)

where \( e_F = \frac{F_0(q)}{F(q, \hat{\theta}_N)} [c(1) \cdots c(N)]^T \). Substituting (56) in (51) now delivers:

\[ (\Psi^T \Phi)(\hat{\theta}_N - \theta_0) = \Psi^T e_F. \]  
(57)

Unlike the Taylor approximation (40), (57) is an exact result. Unfortunately, the statistical distribution of the random variable \( \Psi^T e_F \) is unknown for finite values of \( N \). It can be shown, however, that asymptotically \( \Psi^T e_F \) is normally distributed with mean zero and covariance matrix \( \sigma^2 \Psi(\theta_0) \Psi^T(\theta_0) \). Therefore, the test statistic

\[ (\hat{\theta}_N - \theta)^T P_D^{-1} (\hat{\theta}_N - \theta) \]  
with

\[ P_D = (\Psi^T \Phi)^{-1} \cdot Q \cdot (\Phi^T \Psi)^{-1} \]  
(58)

is asymptotically \( \chi^2_{\nu} \) distributed under \( H_0 \). By replacing the term \( \Psi(\theta_0) \Psi^T(\theta_0) \) by the estimate \( \hat{\Psi} \hat{\Psi}^T \), and \( \sigma^2 \) by \( \hat{\sigma}^2 \), Douma and Van den Hof (2005) arrive at the following asymptotically valid 100(1-\( \alpha \))% confidence region for \( \theta_0 \):

\[ \left\{ \theta \mid (\hat{\theta}_N - \theta)^T P_D^{-1} (\hat{\theta}_N - \theta) \leq nF_{n,N-\alpha} \right\}, \]  
(59)

with

\[ P_D = (\Psi^T \Phi)^{-1} \sigma^2 \Psi^T \Psi (\Phi^T \Psi)^{-1}. \]  
(60)

4.3 A new approach without Taylor approximation

A new alternative approach starts again from the equation \( V'(\hat{\theta}_N) = 0 \), or equivalently,

\[ \frac{1}{N} \sum_{t=1}^{N} \psi(t, \hat{\theta}_N) c(t, \hat{\theta}_N) = 0. \]  
(61)

It can be shown that, in the case of OE systems,

\[ e(t, \hat{\theta}_N) = e(t) - \varphi^T e_0(t, \theta_0)(\hat{\theta}_N - \theta_0), \]  
(62)

with

\[ \varphi^T e_0(t, \theta_0) = [e_F(t-n_k) \cdots e_F(t-n_k-n_b+1)] \]  
(63)

being a vector with dimension \( n = n_F + n_c \). Substituting (62) for \( e(t, \hat{\theta}_N) \) in (61) and using a matrix notation it follows

\[ (\Psi^T \Phi e_0(\theta_0))(\hat{\theta}_N - \theta_0) = \Psi^T e, \]  
(64)

with \( \Psi = \Psi(\hat{\theta}_N) \) and \( \Phi^T e_0(\theta_0) = [\varphi_0(1, \theta_0), \cdots, \varphi_0(N, \theta_0)] \). Pursuing a similar line of reasoning as in subsection 4.2, we can conclude that the test statistic

\[ (\hat{\theta}_N - \theta)^T P_D^{-1} (\hat{\theta}_N - \theta) \]  
with

\[ P_D(\theta) = (\Psi^T \Phi e_0(\theta_0))^{-1} \sigma^2 \Psi^T \Psi (\Phi^T e_0(\theta_0) \Psi)^{-1}, \]  
(65)

is asymptotically \( \chi^2_{\nu} \) distributed under \( H_0 \). An asymptotically valid 100(1-\( \alpha \))% confidence region for \( \theta_0 \) can then be formulated as

\[ \left\{ \theta \mid (\hat{\theta}_N - \theta)^T P_D^{-1} (\hat{\theta}_N - \theta) \leq nF_{n,N-\alpha} \right\}, \]  
(66)

with

\[ P_D(\theta) = (\Psi^T \Phi e_0(\theta_0))^{-1} \sigma^2 \Psi^T \Psi (\Phi^T e_0(\theta_0) \Psi)^{-1}. \]  
(67)

Note that unlike \( P_D \) in (59) and \( \Psi^T \Psi \) in (48), the term \( P_D(\theta) \) in (66) depends on \( \theta \). Therefore, the construction of (66) is generally computationally expensive, requiring the evaluation of \( P_D(\theta) \) at a sufficient number of points to produce contours. In addition, whereas (48) and (59) are ellipsoids, confidence region (66) generally is not.

4.4 An approach based on the likelihood ratio

A second alternative approach is to use a test statistic that is based on a comparison of (maximized) likelihood functions under the hypotheses \( H_0 \) and \( H_1 \). Since the models underlying these hypotheses are nested, the generalized likelihood ratio (LR)

\[ L_G = \frac{f(y; \theta, y^N)}{\sup_{\theta} f(y; \theta, y^N)} = \frac{f(y; \theta, y^N)}{f(y; \theta_0, y^N)} \]  
(68)

is bound to be between 0 (likelihoods are non-negative) and 1. It has been shown that under certain regularity conditions, the test statistic

\[ T_{LR} = -2 \log L_G \]  
(69)
has asymptotically a χ² distribution under H₀ (Kay, 1998). It follows from section 3 that for the case of normally distributed data yⁿ and an OE model structure, the test statistics TLR can be written as:

\[ T_{LR} = \frac{N}{\sigma^2} \left( V_N(\theta) - V_N(\hat{\theta}_N) \right) \]

(70)

Based on this test statistic, the following (asymptotically valid) 100(1 − α)% confidence region for θ₀ can be derived:

\[ \left\{ \theta | N \left( V_N(\theta) - V_N(\hat{\theta}_N) \right) \leq \sigma^2 \chi^2_{n,1-\alpha} \right\} \]

(71)

If σ² is unknown and replaced by σ², χ²_{n,1-α} is replaced by \( nF(n, N - n, 1 - \alpha) \) to arrive at

\[ \left\{ \theta | \frac{N}{n} \left( V_N(\theta) - V_N(\hat{\theta}_N) \right) \leq F_{n,N-n,1-\alpha} \right\} \]

(72)

Note that the construction of (71) and (72) is generally computationally expensive, requiring the evaluation of \( V(\theta) \) at a sufficient number of points to produce contours. Likelihood ratio based confidence regions have also been discussed by Quinn et al. (2005).

4.5 An exact Fisher score based finite sample approach

A third new approach is based on the statistical properties of the Fisher score described in section 3. It follows from (36) that for OE models the quadratic form

\[ S(\theta_0)^T J^{-1}(\theta_0) S(\theta_0) \]

has a \( \chi^2_n \) distribution. Then, if we want to test the null hypothesis (38) against the alternative hypothesis (39) the test statistic

\[ T_R = S(\theta)^T J^{-1}(\theta) S(\theta) \]

(74)

which is known as the Rao (or score) test statistic (Kay, 1998) may be used, since it is known to be exactly \( \chi^2_n \) distributed under \( H_0 \) (for all N). It follows from section 3 that (74) can be written as:

\[ T_R = \frac{1}{\sigma^2} (y - \bar{y}(\theta))^T P(\theta) (y - \bar{y}(\theta)) \]

(75)

with

\[ P(\theta) = \Psi(\theta) \Psi^T(\theta) \Psi(\theta)^{-1} \]

(76)

Note that the \( N \times N \) matrix (76) is an orthogonal projection matrix since it is symmetric and idempotent, i.e., \( P^2 = P \). Based on this test statistic, the following exact 100(1 − α)% confidence regions for \( \theta_0 \) can be derived:

\[ \left\{ \theta | (y - \bar{y}(\theta))^T P(\theta) (y - \bar{y}(\theta)) \leq \sigma^2 \chi^2_{n,1-\alpha} \right\} \]

(77)

If σ² is unknown, it is known from nonlinear regression theory (Hamilton, 1986; Seber and Wild, 1989) that it is still possible to construct an exact confidence region based on the Rao test statistic. Such a region is obtained by using the following variant of the test statistic \( T_{R'} \):

\[ T_{R'} = \frac{N - n}{n} \frac{(y - \bar{y}(\theta))^T P(\theta) (y - \bar{y}(\theta))}{(y - \bar{y}(\theta))^T I - P(\theta) (y - \bar{y}(\theta))} \]

(78)

with \( I \) the \( N \times N \) identity matrix. It can be shown that the test statistic \( T_{R'} \) is the ratio of two independent \( \chi^2 \) distributed random variables with \( n \) and \( N - n \) degrees of freedom, respectively. Therefore, it is exactly \( F_{n,N-n} \) distributed under \( H_0 \). This leads to the following exact 100(1 − α)% confidence region:

\[ \left\{ \theta | \frac{N - n}{n} \frac{(y - \bar{y}(\theta))^T P(\theta) (y - \bar{y}(\theta))}{(y - \bar{y}(\theta))^T I - P(\theta) (y - \bar{y}(\theta))} \leq F_{n,N-n,1-\alpha} \right\} \]

(79)

Note that the construction of (77) and (79) is generally computationally expensive, requiring the evaluation of \( P(\theta) \) at a sufficient number of points to produce contours. The method of obtaining the exact confidence region (79) is often referred to as the lack-of-fit method (Donaldson and Schnabel, 1987; Gallant, 1987).

5. SIMULATION EXPERIMENT

In a MATLAB environment, a Monte Carlo simulation experiment was performed to evaluate and compare the methods for computing confidence regions described in the preceding sections. For different data lengths \( N \), \( K \) data sets \( \{y^n, u^K\} = \{y(t), u(t)\}_{t=1}^{T=10} \) were generated using a data generating system \( S \) that is completely known and belongs to the OE model class:

\[ G(q, \theta) = \frac{q^{-1}(b_0 + b_1 q^{-1})}{1 + f_1 q^{-1} + f_2 q^{-2}}; \quad H_0(q) = 1 \]

(80)

with \( b_1 = 0.1047, b_2 = 0.0872, f_1 = -1.5578 \) and \( f_2 = 0.5769 \). For each value of \( N \), we used a fixed input sequence \( u^K \), with \( u^n \) a realization of a zero mean, Gaussian distributed white noise process with variance \( \sigma^2 \) being uncorrelated with the zero mean, Gaussian distributed white noise process \( \epsilon(t) \) with variance \( \sigma^2 = 1 \). For each value of \( N \), \( K \) different data sets were obtained by repeating the same experiment \( K \) times, where each time only the noise realization \( \epsilon^n \) was different. From each data set, the model was identified using a model set \( M \) with the same OE structure as the data generating system:

\[ G(q, \theta) = \frac{q^{-1}(b_0 + b_1 q^{-1})}{1 + f_1 q^{-1} + f_2 q^{-2}}; \quad H(q, \theta) = 1 \]

(81)

with \( \theta^T = [b_0, b_1, f_1, f_2] \) and it was recorded whether or not the confidence regions described by (48), (59), (66), (72), and (79) contained the true value \( \theta_0 \). Note that determining whether \( \theta_0 \) lay within the confidence regions did not require the construction of the full confidence regions. The observed coverage \( \gamma_0 \), for a particular nominal confidence level \( 1 - \alpha \), is defined as the percentage of the total number of data sets \( K \) for which \( \theta_0 \) lay within the confidence region. In this study, we used \( K = 50000 \). Furthermore, a nominal confidence level \( \alpha = 0.05 \) was chosen. This means that the (asymptotic) theory predicts an observed coverage of 95%. Figure 1 shows the observed coverage rates \( \gamma_{0.05} \) as a function of the number of data points \( N \). The 95% confidence intervals for \( \gamma_{0.05} \) can be obtained from the binomial distribution. The maximum width of these confidence intervals was approximately 0.01. The results show that for increasing data lengths, all observed coverage rates tend to 0.95, as predicted by asymptotic theory. For finite data lengths, however, the different confidence regions show different reliability. The lack of fit method (based on the Rao test statistic) turns out to yield the most reliable confidence regions in the sense that the coverage probability equals the nominal probability for all data lengths (as predicted by theory). For the other confidence regions considered, coverage and nominal probabilities differ significantly for small \( N \). Particularly the "classical" confidence region (48) and the alternative (59) turn out to be unreliable for small \( N \). The reliability of the LR based confidence region (72) and the alternative (66) turn out to be relatively high, but suboptimal when compared to the lack-of-fit
Fig. 1. Results of the simulation experiment described in section 5. Observed coverage rates of the confidence regions based on the "classical" approach (48)(•), the alternative approaches (59)(+) and (66)(*), the LR based approach (72)(□), and the lack of fit method (79)(×), as a function of $N$. The data generating system is given by (80) and the OE model set is described by (81). The nominal confidence level is 0.05.

All results were obtained from 50000 realizations. The simulation experiment was repeated for data sequences obtained using different realizations of both the noise contribution $e^N$ and the input sequence $u^N$ in each of the $K=50000$ data sets (for each value of $N$). The results were similar to those obtained with a fixed input sequence $u^N$. More simulation experiments were performed, using alternative data generating systems (all belonging to the OE model class), parameters and nominal confidence rates. All experiments yielded similar results.

6. CONCLUSION

It was shown that the classical method for constructing confidence regions for OE model parameters yields unreliable inference results for small data lengths. In addition, the possibility of constructing exact confidence regions for finite data lengths was demonstrated. It should be noted that whereas the classical regions (ellipsoids) are easy to compute, the construction of the newly proposed (exact) confidence regions is computationally expensive. Therefore, more research should be done towards their practical implementation. The prospect of using randomized algorithms (Tempo et al., 2004) for this purpose is subject of ongoing research, as well as a further generalization of the results to the Box-Jenkins model structure.
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