Multiobjective Worst-Case Analysis of a Re-Entry Vehicle Control Law
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Abstract: This paper reports results of a joint study between ESA and the University of Leicester on worst-case analysis of NDI control laws for an industrial standard Reusable Launch Vehicle. Multiple performance objectives over a particular phase of the atmospheric re-entry are considered simultaneously in the analysis, yielding valuable information about the trade-offs involved in satisfying different clearance criteria. Two different multiobjective optimisation algorithms are employed to identify the pareto front of the multiple performance objectives. In the initial analysis, a fast, elitist, evolutionary multiobjective optimisation algorithm known as nondominated sorting genetic algorithm (NSGA-II) is employed. A hybrid multi object optimisation algorithm which adaptively switches between three different strategies such as NSGA-II, differential evolution and the metropolis algorithm, is also developed and applied to the clearance problem. The results of our analysis show that the proposed optimisation-based approach has the potential to significantly improve both the reliability and efficiency of the flight clearance process for future re-entry vehicles.

1. INTRODUCTION

Atmospheric re-entry is a critical phase of the Reusable Launch Vehicle (RLV) mission. During re-entry flight, the space vehicle follows a predefined trajectory toward the designated landing point, traveling from the emptiness of space to the dense atmosphere of earth. As the Mach number decreases, the vehicle is exposed to rapid changes in aerodynamic flight parameters, whose values are known to control law designers only within large uncertainty ranges. Thus, the re-entry guidance and control laws need to be highly robust in tracking the pre-defined trajectory. In order to guarantee the safety of the mission, the worst-case deviations from the prescribed trajectory have to be calculated for the expected levels of variation and uncertainty in flight parameters such as aerothermodynamic parameters, mass, inertia, actuator and sensor uncertainties. As the safety of the RLV is dependent on the control laws, it must be shown that robust trajectory tracking is achieved for all normal and various failure conditions, and in the presence of all possible parameter variations.

The RLV clearance task is thus to quantify the worst perturbation from the nominal vehicle trajectory which could be generated by simultaneous variations in multiple uncertain parameters, many of which are not necessarily linear or time invariant. This is, in fact, an example of the type of robustness analysis problems which have been intensively studied in aircraft control in recent years, Fielding et al. (2002); Bates and Hagstrom (2007); Menon et al. (2006, 2007), and for which many powerful tools are now available. The classical approach to worst-case analysis usually employs analytical measures of (linear) robustness such as gain/phase margins or nonlinear continuation/bifurcation analysis against single parameter variations. More modern approaches based on robust control theory convert the given closed loop system to a linear fractional transformation (LFT)-based model and subsequently employ techniques such as μ-analysis and V-gap metric analysis to assess the robustness of multi-loop flight control laws to multiple sources of uncertainty (chapters 17 and 18, Fielding et al. (2002)). Nonlinear extensions of these approaches using Integral Quadratic Constraints (IQC’s) Biannic et al. (2006) and Sum-Of-Squares (SOS) programming, Krishnaswamy et al. (2005) have also recently been developed. A common feature of all of the above methods is that they make certain demands on the closed-loop simulation model under investigation, e.g. the generation of LFT-based models for μ-analysis. In contrast, the statistical techniques that are widely used in industry, such as Monte Carlo simulation, can be applied to any type of simulation model with a minimum of effort on the part of the designer. Monte Carlo simulation can, however, only provide statistical estimates of true worst-case behaviour, and this approach can become extremely computationally expensive if high confidence levels are required for the analysis results.

In this paper, we describe an alternative (or complementary) approach, based on the use of hybrid multiobjective optimisation algorithms, which delivers extremely reliable analysis results, while minimising both computational overheads and additional modelling requirements. Importantly, the proposed optimisation-based analysis approach is applicable to linear or nonlinear simulation models with linear, nonlinear or parameter/time varying uncertain parameters. Clearly, given that the parameter space for this type of problem will in general be highly nonlinear and non-convex, Fielding et al. (2002), global optimisation methods will be required to avoid getting trapped in locally optimal solutions. Previous work by the authors has explored the applicability of various evolutionary, Menon et al. (2006) and deterministic, Menon et al. (2006(b), global optimisation algorithms to the flight clearance problem, Bates and Hagstrom (2007), and has also demonstrated the usefulness of hybridising global optimisation algorithms with local gradient-based methods such as SQP for enhancing the rate of convergence to the global solution. In the specific context of the re-entry vehicle clearance problem, novel optimisation-based approaches to the flight clearance problem were described in
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Menon et al. (2007). In all of the above studies, however, only worst-case analysis problems involving a single performance objective were considered.

In actual RLV mission scenarios, it is often necessary to have an estimate of the worst-case performance of the control laws with respect to multiple performance objectives or clearance criteria, in order that the designers can understand the performance trade-offs that exist between different clearance criteria. In such situations, the flight clearance problem can clearly be considered from the perspective of multiobjective optimisation. The re-entry vehicle flight envelope is described along a designated nominal flight path, which is defined in terms of desired trajectories for several different states of the vehicle. The safety of the control law is checked by considering separate phases of the re-entry, using some pre-defined stability and performance criteria.

In this paper, we consider simultaneously multiple conflicting performance criteria and estimate the worst-case performance of the NDI re-entry control laws designed for the RLV mission. The focus is thus to identify the set of uncertain parameters corresponding to the Pareto-optimal front, which results in worst-case performance of the control law. Multiobjective optimisation algorithms are employed to identify the non-dominated solution set of uncertain parameters that generates the worst-case performance. In the initial analysis, a fast, elitist, evolutionary multiobjective optimisation algorithm known as non-dominated sorting genetic algorithm (NSGA-II), Deb et al. (2002), is employed. Motivated by the previous improved results from the hybridisation of optimisation techniques reported in Menon et al. (2006); Bates and Hagstrom (2007), a hybrid algorithm which adaptively switches between three different strategies such as NSGA-II, differential evolution and the metropolis algorithm is also developed and applied to the clearance problem. While the use of evolutionary multiobjective optimisation techniques in the context of worst-case analysis of control laws is, to our knowledge, completely novel, we note that these techniques have previously been successfully applied to different design problems in RLV mission design, such as computing the optimal re-entry trajectory, Gang et al. (2005); Arora (2002).

2. RLV MODEL AND FLIGHT CONTROL LAW

The high-fidelity simulation model of a generic RLV considered in this study is based on the HL-20 aerodynamic database and X38-type geometric and aerodynamic surface configurations, and has a dry mass of 19,100-lb. This simulation model has been developed by DEIMOS Space for the European Space Agency (ESA) to act as a research platform for the investigation of re-entry and auto land guidance, navigation and control systems, Fernandez et al. (2006). The model consists of a reference trajectory generator, a nonlinear dynamic inversion (NDI)-based flight control system, nonlinear actuator models, the RLV dynamics, sensors such as gyros and accelerometers, and detailed environment models. The RLV simulation model is implemented in the Matlab Simulink environment.

The reference trajectory is defined in terms of Angle of Attack (AoA or $\alpha$), Angle of Side Slip (AoSS or $\beta$), and bank angle $\phi$. The NDI controller provides the elevator, aileron, rudder and brake control inputs according to the specified dynamics for the vehicle. The controller also includes actuator allocation functions depending on the commanded moments, altitude and velocity of the RLV. More details of the model and its associated flight control system are available in Fernandez et al. (2006). The parameters in the model, and associated uncertainty values, are accessible through a database consisting of a collection of XML files.

The complete re-entry trajectory for the vehicle takes 1680 seconds of simulation time and is divided into different flight phases based on dynamic pressure and atmospheric layer. The present analysis focuses on a lower atmosphere flight phase starting at 1588 seconds and ending at 1675 seconds that covers the 32 to 20 km altitude range. The reference trajectory in this segment includes a reduction of AoA from 30 degrees to nearly 20 degrees, while keeping a zero AoSS and with a defined bank angle variation.

The uncertainties considered in the present analysis are the parameters representing the vehicle’s mass, inertias, centre-of-gravity and aerodynamic coefficients (longitudinal and lateral). The individual description and allowed ranges of the configuration and inertia uncertain parameters considered for the present analysis are given in Table 1. The longitudinal aerodynamic uncertainties considered are coefficient of Lift ($C_L$), coefficient of Drag ($C_D$), coefficient of pitching moment ($\Delta C_M$) and coefficient of Lift to Drag ratio ($\Delta C_L/D$). These are all considered as non-dimensional. For example, in the model the total coefficient of Drag is modelled as $C_D = \alpha_0 + (1 + \Delta C_M)$. The lateral aerodynamic uncertainties considered are uncertainties in rolling moment coefficient ($\Delta C_N$), yawing moment coefficient ($\Delta C_Y$), and sideslip coefficient ($\Delta C_S$). Based on current industrial practice, all longitudinal and lateral aerodynamic uncertainties are normalised to unity in this study and vary with respect to Mach - these parameters are thus time varying parameters Fernandez et al. (2006).

2.1 Multiobjective worst-case analysis

In the industrial flight clearance process, it is of significant interest to control law designers to identify the set of uncertain parameters that will provide worst-case performance as measured by different, often contradictory, clearance objectives. An example of such a clearance problem is addressed in this paper within the proposed multiobjective optimisation framework. The aim is to identify the pareto-optimal front for the maximum deviations of angle of sideslip ($\beta$) and angle of attack ($\alpha$) over the SIM PH5ALY2 phase of the RLV mission trajectory. The multi-objective clearance criterion is thus defined as follows:

$$\max \ J_1, J_2 \quad \text{where} \quad J_1 = \Vert \alpha_{ref} - \alpha \Vert_\infty, \quad J_2 = \Vert \beta_{ref} - \beta \Vert_\infty,$$

subject to: $\Delta \leq \Delta \leq \Delta^{\infty}$

### Table 1. Uncertain Parameters in RLV Model

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Bound</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta m$</td>
<td>$[-2313.3, 2313.3]$</td>
<td>variation in RLV dry mass from nominal one (11566.55 kg)</td>
</tr>
<tr>
<td>$\Delta r_{xx}$</td>
<td>$[-1621, +1621]$</td>
<td>variation in Moment of inertia about Y (8135.0 degm$^2$)</td>
</tr>
<tr>
<td>$\Delta r_{yy}$</td>
<td>$[-15185, +15185]$</td>
<td>variation in Moment of inertia about Y (75926.0 kgram$^2$)</td>
</tr>
<tr>
<td>$\Delta r_{xz}$</td>
<td>$[-0.4912, +0.4912]$</td>
<td>variation in Product of inertia XZ (3144.0 kgram$^2$)</td>
</tr>
<tr>
<td>$\Delta x c o g$</td>
<td>$[-0.1009, +0.1009]$</td>
<td>variation in X center of gravity from nominal one (4.9213 m)</td>
</tr>
<tr>
<td>$\Delta y c o g$</td>
<td>$[-0.1009, +0.1009]$</td>
<td>variation in Y center of gravity from nominal one (0.0 m)</td>
</tr>
<tr>
<td>$\Delta z c o g$</td>
<td>$[-0.1009, +0.1009]$</td>
<td>variation in X centre of gravity from nominal one (1.0094976 m)</td>
</tr>
</tbody>
</table>
where $\alpha_{ij}$ and $\beta_{ij}$ are the reference AoA and AoSS trajectory. $\alpha_{ij}$ and $\beta_{ij}$ represent the AoA and AoSS trajectories of the RLV subject to the multiple parameter uncertainty perturbation vector $\Delta$. The upper and lower bounds of the uncertain parameter vector are given by $\bar{\Delta}$ and $\Delta$. Equation (4) provides the constraints on the values of the uncertain parameters, as given in Table (1).

### 3. MULTIOBJECTIVE OPTIMISATION

A general formulation of the multiobjective optimisation problem can be described as follows. Consider

\[ F(x) = \{F_1(x), F_2(x), \ldots, F_k(x)\}, \quad x \in S \]  

(5)

where $F_i(x)(i = 1, 2, \ldots, k)$ is a scalar objective function which maps decision variable $x$ into the objective space, $F_i : \mathbb{R}^n \rightarrow \mathbb{R}$. The $n$-dimensional variable $x$ is constrained to lie in the feasible region $S$. The feasibility region $S$ is constrained by $m$ inequality and $p$ equality constraints, i.e.,

\[ S = \{x : g_j(x) \geq 0, \quad h_l(x) = 0, \quad j = 1, 2, \ldots, m, \quad l = 1, 2, \ldots, p\} \]  

(6)

In multiobjective optimisation problems, the desired objectives can often be conflicting, i.e., it is not necessarily possible to satisfy all the objectives simultaneously. In such cases, Pareto optimal solutions, which are a set of non-inferior solutions, are computed. Consider two candidate solution vectors $x = (x_1, x_2, \ldots, x_n)$ and $y = (y_1, y_2, \ldots, y_n)$. The pareto concept may be explained as follows: The vector $x$ dominates vector $y$ if and only if, $x_i \leq y_i$, $\forall i = 1, 2, \ldots, n$ and $x_i \leq y_i$ for at least one $i$. Hence, when comparing the two candidates $x$ and $y$ there are three possibilities: $x$ dominates $y$, $x$ is dominated by $y$ or $x$ and $y$ are non-dominated. This is the Pareto Dominance property which is used to define the Pareto Optimal points. The solution vector $x$ is Pareto optimal if and only if there does not exist another solution $y$ such that $f_i(y)$ dominates $f_i(x)$ for every $i = 1, 2, \ldots, k$. The resulting solution is one in which one objective can not be further improved without the degradation of at least one another objective. The resulting set of solutions thus represents the globally optimal solutions to the tradeoff problem defined by the given conflicting objectives. The set of all Pareto optimal solutions is called the Pareto optimal set and is denoted as $P^\circ$. The set $PF^* = \{f \in P^\circ : \text{rank}(f) = 1\}$, is called the Pareto front.

The objectives of the multiobjective optimisation are: (i) to reduce the distance between the nondominated front and the Pareto optimal front, (ii) to achieve preferably a good (in general uniform) distribution of the solutions and (iii) to have a maximum spread of the obtained nondominated front, implying the coverage of a wide range of values for each objective by the nondominated solutions. There are thus two key issues in solving multiobjective problems. Firstly, accomplishing the fitness assignment and selection, respectively, such that the search is guided toward the Pareto-optimal set. This can be achieved by, for example, selection by switching objectives (Vector Evolved Genetic Algorithm reported in Schaffer (1985)), aggregation selection along with parameter variation (weighting-based genetic algorithm reported in Hajela and Lin (1992)), pareto-based selection (multiobjective genetic algorithm reported in Fonseca and Fleming (1998a,b) or by using the nondominated sorting genetic algorithm (NSGA-II) reported in Deb et al. (2002)). The subsequent issue is to maintain a diverse population to prevent the premature convergence and achieve a well distributed nondominated set. Maintaining diversity among the candidate solutions is addressed by different methods such as fitness sharing, restricted mutation, isolation by distance, reinitialization and crowding. Following a review of the applicability of the many different algorithms which may be found in the literature, we chose the NSGA-II multiobjective optimisation method as the starting point for our study and subsequently developed a more advanced hybrid algorithm for application to our multiobjective flight clearance problem.

### 4. NONDOMINATED SORTING GENETIC ALGORITHM

The nondominated sorting genetic algorithm (NSGA-II) proposed by Deb et al. (2002) differs from simple GA’s mainly in the way the selection operator is used. Fast non-dominated sorting, crowded distance calculation and the crowded comparison operator are the basic building blocks of the NSGA-II. The algorithm starts with a randomly generated initial population $P_0$. The initial population is the set of candidate solution vectors consisting of various randomly generated uncertain parameters within the defined bounds. The multiple objectives of the candidate solutions in the population $P_0$ are evaluated. The initial population is sorted according to non-domination into different fronts $F_1, F_2, \ldots$. The first front $F_1$ includes all the candidate solutions that are completely non-dominated in the current population. The second front $F_2$ is dominated by individuals in $F_1$ and so on and so forth. Every candidate solution in the front is assigned a rank, according to which front they belong to. The $F_1$ members have rank 1 and $F_2$ with rank 2 and so on. An important point to note here is that the assumption followed in NSGA is that the problem involves the minimisation of multiple objectives, and hence the maximisation problems obtained in worst-case analysis must be suitably transformed into minimisation problems before the optimisation algorithm is applied. Initially, the offspring population $Q_0$ is created using the binary tournament selection, crossover and mutation operators. Also, note that elitism is ensured by mixing the offspring population $Q_0$ with the current generation population $P_0$. Subsequently further non-domination level sorting and crowding distance computation is done; the selection of the subsequent population is performed and the algorithm is iterated until the termination criteria is satisfied. At present a termination criteria of a fixed computational budget is used. More details on the algorithm are available in Deb et al. (2002) and the references therein. The pseudo code for the NSGA-II algorithm is given in Table (2). The non-dominated sorting, crowding distance assignment and selection are discussed in more detail in the following subsections.
4.1 Nondominated sorting

A candidate solution vector \( p \) can be associated with a domination count \( n_p \) and a domination vector \( \bar{n}_p \), where \( n_p \) is the number of solutions in the population dominating the candidate solution \( p \). The population is sorted according to each objective function value equal to the normalised absolute difference in the particular objective function value, which are normalised prior to calculation. The basic idea behind the crowding distance calculation is to calculate the euclidian distance between each individual in the sorted front \( \mathcal{F} \) based on their objectives in the \( m \) dimensional space. The individuals on the boundary are always selected since they have been assigned an infinite distance value.

4.2 Crowding distance assignment

Initially, the offspring population \( Q_0 \) is created by \( k \) different algorithms \( \{Q_0, Q_1, \ldots, Q_k\} \), i.e. NSGA-II (Deb et al. (2002)), DE (Stron and Price (1997)), and MH (Haario et al. (2001)) in the present case, each contributing equally to the total population size \( N \). Subsequently as the algorithm is iterated, the \( k \) different algorithms create a pre-specified number of offspring points, \( N = \{N_1, \ldots, N_k\} \), that are determined by the adaptive procedures and \( \text{gen} \) representing the particular iteration or generation.

The philosophy behind the adaptation strategy is to weight more those individual algorithms that contribute more to the selected new population of the next generation. The update of \( N = \{N_1, \ldots, N_k\} \) according to

\[
N_{\text{gen}} = N \ast \left( P_{\text{gen}}^i / N_{\text{gen} - 1} \right) \sum_{i=1}^{k} \left( P_{\text{gen}}^i / N_{\text{gen} - 1} \right)
\]

\( P_{\text{gen}}^i \) is the number of offspring points the \( i^{th} \) individual algorithm contributed to the new population. \( N_{\text{gen} - 1} \) is the number of offsprings the \( i^{th} \) individual algorithm contributed in the population of the previous generation. This provides an adaptive weighting between the individual algorithms. A minimum threshold between the algorithms is provided and is fixed at 2. This avoids the possibility of an algorithm becoming totally inactive during the adaptation and thereby becoming eliminated from contributing to future generations.

A combined population of size \( 2N \) is generated by mixing the offspring population with the initial population \( P_0 = P_0 \cup Q_0 \). The mixing of the population is aimed to ensure the elitism. The \( P_0 \) is ranked using the nondominated sorting method. Hence, the nondominated solutions in the previous population will also be included in the new nondominated front along with those contributed by the new offspring population. A crowding
distance is also assigned with the non-dominated members. The new population is selected by considering the ranking and crowding distance as in NSGA-II. The new population $P_t$ is subsequently used to create the offsprings. The pseudo code of the hybrid multiobjective optimisation algorithm is given in Table 3.

6. WORST-CASE ANALYSIS RESULTS

First, the NSGA-II algorithm as given in Table 2 is applied to evaluate the pareto front for the multiobjective worst-case performance problem defined in equations (1–4) in Section II. The NSGA-II algorithm begins with an initial population size of 30. The initial population of 30 candidate solution vectors, is randomly generated over the bounded search space. The multiple objectives $J_1$ and $J_2$ corresponding to each candidate solution uncertain parameter vector are evaluated by simulating the RLV simulation model discussed in Section II. The NSGA-II algorithm, which consists of non-dominating sort, crowding distance calculation and genetic operators such as binary tournament selection, crossover and mutation operators, is iterated until the termination criteria is satisfied. A predefined computational budget, fixed at 25 generations, is employed as the termination criteria. The points marked ‘+’ in figure 1 represents the pareto front obtained by the NSGA-II algorithm. The first subplot in figure (1) shows the objective function values for the initial population. The subplots in figure 1 show the evolution of the pareto front after every 150 simulations.

To investigate the potential for improvement in the performance of the NSGA-II algorithm, we also applied the hybrid multiobjective optimisation algorithm as given in Table 3 to identify the pareto front for the worst-case performance problem. To ensure a fair comparison, the hybrid multiobjective optimisation is supplied with the same initial population as in the case of the NSGA-II trial. The evaluation of the objective function and the termination criterion used for the hybrid multiobjective optimisation are identical to that of NSGA-II. However, for this algorithm, the intermediate candidate solution vectors (offspring population) are generated using different algorithms adaptively to enhance the convergence to the pareto front. The adaptation of the different algorithms over the generations is as shown in Figure 2. For example, at the 10th generation, the number of intermediate candidate solutions (offspring population) generated by NSGA-II, DE, and AM algorithms are 13, 8 and 9 respectively. Note that, at the beginning, the populations generated by the different algorithms are equal, fixed at 10.

![Fig. 1. Multiobjective result of RLV](image1)

![Fig. 2. Adaptation of algorithms](image2)

![Fig. 3. Multiobjective result of RLV](image3)

During the initial part of the optimisation, the NSGA-II algorithm exhibits the highest reproductive success, owing to the proficiency of classical genetic operators in quickly identifying the global front as shown in figure 2. In the middle stages of the optimisation the other two algorithms have more success, the DE in particular. After the 17th generation the utility of the NSGA-II and DE algorithms are reduced. As is clear from Figures 1 and 3, the adaptive combination of different algorithms is highly effective in increasing the diversity of solutions along the pareto front. The performance of both the algorithms is nearly the same, however the spread of the solution is much greater in the case of the hybrid algorithm. After 600 and 750 simulations it can be clearly seen that the hybrid multiobjective optimisation is outperforming the NSGA-II algorithm alone, even when the NSGA-II algorithm is allowed to run to double the computational budget. In Figure 3, the final results obtained by the NSGA-II are compared with those obtained using the hybrid algorithm, and the improved efficiency and performance of the hybrid algorithm are clearly revealed. The results marked as
Case A comprise the solution providing maximum deviation of $\alpha(t)$ and $\beta(t)$ simultaneously, obtained from the hybrid multiobjective optimisation. Cases B and C in Figure 3 show the solutions providing individual maxima of $\alpha(t)$ and $\beta(t)$, also obtained from hybrid multiobjective optimisation. These results clearly demonstrate the potential of the proposed multiobjective optimisation analysis approach to reveal the inherent trade-offs the apply in complex flight clearance problems. Time-domain simulation results demonstrating the simultaneous maximum deviation of $\alpha(t)$ and $\beta(t)$ from the reference trajectory is minimal. However in case B, which corresponds to the maximum deviation in the simulation results corresponding to the cases B and C.

**Fig. 5. Simulation results - Case B and C**

Figures 4 and 5 show the maximum deviation of $\alpha(t)$ and $\beta(t)$ from their specified trajectories are shown in Figure 4. Similarly, Figure 5 shows the simulation results corresponding to the cases B and C. The maximum deviations from the reference trajectory in each case are marked in the figures. Note that in case C, which is the maximum deviation of $\beta(t)$, the $\alpha(t)$ deviation from the reference trajectory is minimal. However in case B, which corresponds to the maximum deviation in $\alpha(t)$, the associated $\beta(t)$ deviations are also large, implying significant cross-coupling in that direction.

**Fig. 4. Simulation results - Case A**

7. CONCLUSIONS

Results of a joint study between ESA and the University of Leicester on worst-case analysis of NDI control laws for an industrial standard Reusable Launch Vehicle were presented. Multiple conflicting performance objectives over a particular phase of the atmospheric re-entry were considered simultaneously in the analysis, yielding valuable information about the trade-offs involved in satisfying trajectory tracking requirements on different states of the vehicle. Two different multiobjective optimisation algorithms were employed to identify the pareto front corresponding to the worst-case. In the initial analysis, a fast, elitist, evolutionary multiobjective optimisation algorithm known as non-dominated sorting genetic algorithm (NSGA-II) was employed. A hybrid adaptive algorithm consisting of three different strategies such as NSGA-II, differential evolution and the metropolis algorithm was also developed and applied to the clearance problem. The results of our study show that the hybrid multiobjective optimisation-based approach in particular has the potential to significantly improve both the reliability and efficiency of the flight clearance process for future re-entry vehicles.
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