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Abstract: The problem is to create a hybrid periodic motion, reminiscent of walking, for a model of an underactuated biped robot. We show how to construct a transverse linearization analytically and how to use it for stability analysis and for design of an exponentially orbitally stabilizing controller. In doing so, we extend a technique recently developed for continuous-time controlled mechanical systems with degree of underactuation one. All derivations are shown on an example of a three-link walking robot, modeled as a system with impulse effects.
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1. INTRODUCTION

Planning and stabilizing periodic motions in underactuated mechanical systems is a challenging task. One of the powerful tools for feedback control design and closed-loop system stability analysis is computation of a transverse linearization in a vicinity of the desired orbit.

Roughly speaking, an n-dimensional nonlinear system in the vicinity of a periodic orbit can be decomposed, by an appropriate change of coordinates, into two coupled subsystems: (a) a scalar system representing the dynamics along the cycle, and (b) an (n−1)-dimensional system representing dynamics transverse to the cycle. The transverse linearization is the linearization of this second subsystem about the desired orbit, and is an (n−1)-dimensional linear system with periodic coefficients. An overview of some recent advances using this approach for mechanical systems without impacts can be found in [12].

The main goal of this paper is to show how to extend this analytical technique for the class of underactuated mechanical systems with underactuation degree one with impulse effects, modeling impacts with the environment.

We should notice that the concept of transverse linearization has been used in a similar content in [15], where a numerical procedure, based on the notion of orthogonalizing transform, has been proposed. What distinguishes our approach is that we provide an explicit analytical construction for such a linearization for a known cycle.

We take an example from a seminal work [6], where a new design strategy for creating stable hybrid periodic motions for a class of models suggested for planar biped robots has been proposed. We simplify the controller to make it more suitable for implementation by removing not differentiable nonlinearities. The new closed-loop system lacks the property of finite-time convergence to a certain manifold and therefore can not be analyzed using the technique presented in [6, 19, 18]. We analytically compute a transverse linearization and prove orbital exponential stability.

Remarkably, it is straightforward to investigate robustness with respect to uncertainty in physical parameters exploiting our computed linear comparison system; although, we will not deviate in this direction. Finally, we suggest another family of stabilizing controllers.

1.1 A Model for a Three-Link Biped

Following [5, 6], the Lagrangian dynamics [17] of a simple three-link planar biped during the swing phase of motion can be described by the following equations

\[
\begin{align*}
\frac{5}{2} \ddot{q}_1 - \cos(q_1 - q_3) \frac{\dot{q}_2}{2} + 2 \cos(q_3 - q_1) \dot{q}_3 \\
-2 \sin(q_3 - q_1) \dot{q}_2^2 - \sin(q_1 - q_2) \dot{q}_2^2 - 13 \sin q_1 = -u_1, \\
\frac{5}{2} \frac{1}{2} \ddot{q}_2 - \cos(q_1 - q_2) \ddot{q}_1 + \sin(q_1 - q_2) \dot{q}_2^2 + g \sin q_2 = -u_2, \\
5 \left( \cos(q_3 - q_1) \dot{q}_1 + \frac{1}{2} \ddot{q}_3 + \sin(q_3 - q_1) \dot{q}_3^2 - g \sin q_3 \right) = u_1 + u_2,
\end{align*}
\]

(1)

where the numerical values of the parameters are taken from [5, 6]: \(g = 9.8\) is the acceleration due to gravity; \(q_1, q_2, q_3\) are some generalized coordinates in the inertia frame defining the positions of the stance leg, the swing leg, and the torso, respectively; \(u_1, u_2\) are the controlled torques applied between the legs and the torso.
This model can be rewritten compactly as:
\[ M(q) \ddot{q} + C(q, \dot{q}) \dot{q} + G(q) = Bu \]
using the standard notation [17] for the inertia matrix \( M(q) \), the matrix of Coriolis and centrifugal forces \( C(q, \dot{q}) \), the vector of generalized gravitational forces \( G(q) \), and with \( q = [q_1, q_2, q_3]^T \), \( \dot{q} = [\dot{q}_1, \dot{q}_2, \dot{q}_3]^T \), \( u = [u_1, u_2]^T \), and \( x = [q_1, q_2, q_3, \dot{q}_1, \dot{q}_2, \dot{q}_3]^T \).

Some simplifying hypothesis are assumed deriving such a model. In particular, the results reported in [9], allow us, to a certain extent, ignoring the possibility of interaction of the swing leg with the ground during the swinging phase.

The continuous-time dynamics above is valid only before an impact with the ground occurs at the moment when \( q_1 \) (the stance leg) reaches the value of \( \pi/8 \), i.e. when the solution of (1) hits the smooth surface \( \Gamma_- = \{ x = [q_1, q_2, \dot{q}_1, \dot{q}_2, \dot{q}_3]^T \in \mathbb{R}^6 : \ q_1 = \pi/8 \} \).

The impact is modeled, under some simplifying hypothesis [see [8]], by the instantaneous map \( F(\cdot) \) defined by [5]:
\[ q_i(t+) = q_i(t-) \quad \text{and} \quad \dot{q}_i(t+) = \omega_i(q(t-), \dot{q}(t-)), \]
where \( i \in \{1, 2, 3\} \), and the arguments \( t_-, t_+ \) denote the values right before and right after the impact, respectively, and
\[ \omega_1(q, \dot{q}) = 5(\dot{q}_1 - 20q_1 \cos(2q_1 - 2q_2)) + 4q_1 \cos(2q_3 - 2q_1), \]
\[ + 2q_2 \cos(2q_3 - 2q_2) / \Delta(q), \]
\[ \omega_2(q, \dot{q}) = 10(2q_1 \cos(2q_3 - q_1 - q_2) - 9q_1 \cos(q_1 - q_2)), \]
\[ \omega_3(q, \dot{q}) = 5(12q_1 \cos(q_1 - q_3) - 12q_1 \cos(q_1 - q_3) - 12q_1 \cos(q_1 - q_3) + \dot{q}_1 \cos(3q_1 - 2q_2 - q_3) - \dot{q}_2 \cos(q_2 - q_3) - \frac{19}{2} q_3 + \dot{q}_3 \cos(2q_2 - 2q_3)) / \Delta(q), \]
\[ \Delta(q) = -95 + 10 \cos(2q_1 - 2q_2) + 20 \cos(2q_2 - 2q_1). \]

After the impact, the stance leg and the swing leg are switched and the states evolve according to the continuous-time dynamics identical to (1) up to renaming.

The resulting hybrid dynamical system corresponds to the following evolution chart
\[ \Gamma_+^{(1)} \xleftarrow{\dot{x}(t)} F_1^{(1)} \Gamma_+^{(2)} \xleftarrow{\dot{x}(t)} F_2^{(2)} \Gamma_+^{(1)} \]
and can be described as follows:
\[ x(t_0, t) \in \Gamma_+^{(1)}, \]
\[ \dot{x}(t) = f_1(x(t), u) \quad \text{for} \quad t_0 < t < t_1, \]
\[ t_1 \xrightarrow{\text{def}} \arg \min \left\{ t_1 > t_0 : x(t_1) \notin \Gamma_+^{(1)} \right\}, \]
\[ x(t_1, t) = F_1(x(t_1, t)) \in \Gamma_+^{(2)}, \]
\[ \dot{x}(t) = f_2(x(t), u) \quad \text{for} \quad t_1 < t < t_2, \]
\[ t_2 \xrightarrow{\text{def}} \arg \min \left\{ t_2 > t_1 : x(t_2) \notin \Gamma_+^{(2)} \right\}, \]
\[ x(t_2, t) = F_2(x(t_2, t)) \in \Gamma_+^{(1)}, \]
\[ t_0 \xrightarrow{\text{def}} t_2 \quad \text{(redefine and restart)}, \]
\[ \Gamma_-^{(1)} = \Gamma_+^{(2)} = \Gamma_- = \{ x \in \mathbb{R}^6 : \ q_1 = \pi/8 \}, \]
\[ \Gamma_+^{(1)} = \Gamma_+^{(2)} = \Gamma_+ = F(\Gamma_-) = \{ x \in \mathbb{R}^6 : \ q_2 = \pi/8 \}, \]
\[ f_1(x(t), u) = f(x(t), u), \quad F_1(x) = F(x), \]
\[ f_2(x(t), u) = P^{-1} f(P(x(t), u)), \quad F_2(x) = F(Px), \]
and the linear transformation \( P \) denotes renaming the legs \( q_1 \leftrightarrow q_2 \) and \( \dot{q}_1 \leftrightarrow \dot{q}_2 \) and the symmetry of the legs is exploited to derive the expression for \( f_2 \) and \( F_2 \).

1.2 Motion Planning and Control Design from [6, 18]

Due to symmetry between the legs, in the case when a symmetric limit cycle (the one consisting of two identical steps) is of interest, it is possible to define the controllers for the first and the second parts of the continuous dynamics in a similar fashion. Following this way, we describe below the design for the first part only.

It has been shown in [6, 18] that:

(1) Defining the following outputs
\[ y_{1c} = q_2 - p_{y_{1c}}(q_1) \equiv q_2 + q_1 - (a_5 + a_6 q_1 + a_7 q_1^2 + a_8 q_1^3), \]
\[ y_{2c} = q_3 - p_{y_{2c}}(q_1) \equiv q_3 - (a_1 + a_2 q_1 + a_3 q_1^2 + a_4 q_1^3) \left( q_1 - \frac{\pi}{8} \right)^2 \]
with, see [5, 18],
\[ a_1 = 0.512, \quad a_2 = 0.073, \quad a_3 = 0.035, \quad a_4 = -0.819, \]
\[ a_5 = -2.27, \quad a_6 = 3.26, \quad a_7 = 3.11, \quad a_8 = 1.89, \]
(2) Using the partial linearizing feedback transformation [16] with respect to these outputs
\[ u = \begin{pmatrix} 0_{1 \times 2} \\ M^{-1}(q) B \end{pmatrix}^{-1} \begin{pmatrix} v_{1c} \\ v_{2c} \end{pmatrix}, \]
\[ -J_c(q_1, \dot{q}_1) M^{-1}(q)(-C(q, \dot{q})\dot{q} - G(q)), \]
where
\[ J_c(\theta, \dot{\theta}) = \begin{pmatrix} -p_{\phi_{1c}}(\theta) \dot{\theta}, 0, 0, -p_{\phi_{1c}}(\theta), 1, 0 \\ -p_{\phi_{2c}}(\theta) \dot{\theta}, 0, 0, -p_{\phi_{2c}}(\theta), 0, 1 \end{pmatrix} \]
so that (1) is equivalently rewritten in the form
\[ \dot{y}_{1c} = v_{1c}, \quad \dot{y}_{2c} = v_{2c}, \quad \dot{q}_1 = \ldots \]
where “...” denote a lengthy expression, which is straightforward to compute.

(3) Applying the continuous finite-time stabilizing feedback [2]
\[ v_{1c} = -10\pi \text{sign}(y_{1c}) |y_{1c}|^{2/3} - 10^2 \text{sign}(\phi_{1c}) |\phi_{1c}|^{2/3}, \]
\[ \phi_{1c} = y_{1c} + 10\pi \text{sign}(y_{1c}) |y_{1c}|^{2/3}, \]
\[ v_{2c} = -10\pi \text{sign}(y_{2c}) |y_{2c}|^{2/3} - 10^2 \text{sign}(\phi_{2c}) |\phi_{2c}|^{2/3}, \]
\[ \phi_{2c} = y_{2c} + 10\pi \text{sign}(y_{2c}) |y_{2c}|^{2/3}, \]
one achieves an exponentially orbitally stable periodic trajectory \( x_*(t) \) with two jumps in the closed-loop system. It has the half-period \( T_h \approx 1.12163 \) sec. and corresponds to the jump due to impact with
Moreover, along the desired motion, the other variable \( q \) of the closed-loop hybrid system (5) with the control law proposed feedback control law (10) with infinite slope is a periodic solution with two jumps which is close to the original one. It has the half-period \([6]\) using the fact that the controller (10) brings the exponential convergence to the invariant manifold [10]. How-ever, the described technique does not allow answering the following question: “What happens if the part of the proposed feedback control law (10) with infinite slope is approximated by a smooth function, which is simpler for implementation?” To be more precise, let us substitute the nonlinear functions in (10) by their least-squares linear approximations on some intervals:

\[
\begin{align*}
    v_{1c} &= -13.0273 y_{1c} - 106.45 \left( y_{1c} + 0.0699 \dot{y}_{1c} \right) \quad (12) \\
    v_{2c} &= -13.0273 y_{2c} - 106.45 \left( y_{2c} + 0.0699 \dot{y}_{2c} \right)
\end{align*}
\]

It turns out that the closed-loop system (5), (9), (12) has a periodic solution with two jumps which is close to the original one. It has the half-period \( T_h \approx 1.02418 \) sec. and corresponds to the jump due to impact with

\[
\begin{align*}
    x_*(T_h^+) &= x_0 \approx \left[ -0.392699, 0.392699, 0.496465, 0.926751, -0.239267, 1.483783 \right]^T \in \Gamma_1^{(1)}, \\
    x_*(T_h^-) &= x_T \approx \left[ 0.392699, -0.392699, 0.496466, 1.549891, -2.031622, -0.431507 \right]^T \in \Gamma_1^{(1)}.
\end{align*}
\]

Let us verify its stability.

### 1.3 Transverse Linearization for Continuous Dynamics

Since there exists a periodic hybrid trajectory \( q = q_*(t) \):

\[
q_1 = \theta_1(t), \quad q_2 = q_2^*(t), \quad q_1 = q_{1*}(t)
\]

in the closed-loop system, described in the previous section, there must exist two functions: \( \phi_1(\theta) \) and \( \phi_2(\theta) \), defining an induced virtual holonomic constraint, such that each of the two outputs

\[
y_1 = q_2 - \phi_1(q_1) \quad \text{and} \quad y_2 = q_3 - \phi_2(q_1)
\]

is identically equal to zero along the target trajectory of the closed-loop hybrid system (5) with the control law defined above, so that:

\[
q_{2*}(t) \equiv \dot{\phi}_1(\theta_1(t)) \quad \text{and} \quad q_{3*}(t) \equiv \dot{\phi}_2(\theta_1(t)).
\]

Moreover, along the desired motion, the other variable \( q_1(t) \) coincides with the solution of the integrable projected dynamics in the form [13]

\[
\alpha(\theta_1) \ddot{\theta}_1 + \beta(\theta_1) \dot{\theta}_1^2 + \gamma(\theta_1) = 0,
\]

initiated at \( \theta_1(0) = a \) and \( \dot{\theta}_1(0) = b \), which are defined by the first and the forth components \(^1\) of \( x_0 \) in (13).

In order to obtain the expressions for the functions in (17), it is sufficient to add the three differential equations in (1) and substitute \( q_2 \) with \( \phi_1(\theta) \), \( q_3 \) with \( \phi_2(\theta) \), and \( q_1 \) with \( \theta \). The result is

\[
\begin{align*}
\alpha(\theta) &= -\frac{5}{2} \left( 1 + \phi_1'(\theta) \right) \cos(\theta - \phi_1(\theta)) \\
&\quad + 5 \left( \phi_2'(\theta) + 1 \right) \cos(\theta - \phi_2(\theta)) + \frac{5}{4} \left( 25 + \phi_1'(\theta) + 2 \phi_2'(\theta) \right), \\
\beta(\theta) &= -\frac{5}{2} \phi_1'(\theta) \cos(\theta - \phi_1(\theta)) + 5 \phi_2'(\theta) \cos(\theta - \phi_2(\theta)) \\
&\quad + 5 \left( \phi_2'(\theta)^2 - 1 \right) \sin(\theta - \phi_2(\theta)) \\
&\quad + \frac{5}{4} \phi_1''(\theta) + \frac{5}{2} \phi_2''(\theta) + \frac{5}{2} \left( 1 - \phi_1'(\theta)^2 \right) \sin(\theta - \phi_1(\theta)), \\
\gamma(\theta) &= \frac{5g}{2} \left( \sin(\phi_1(\theta)) - 2 \sin(\phi_2(\theta)) - 13 \sin(\theta) \right).
\end{align*}
\]

The phase portrait of the system (17) with (18), (19), and (20) for the closed-loop system with (10) is given in Fig. 1.

![Fig. 1. A few solutions of the reduced dynamics (17), (18), (19), (20). The chosen motion \( \theta_1(t) \), which is a part of an unbounded solution is shown in red.](image)

It can be seen that the planned motion \( \theta_1(t) \) corresponds to a part of an unbounded solution around a saddle. This fact leads to degradation of the closed-loop system performance under small errors in approximations of the virtual constraints and in evaluation of the desired motion as well as under small parametric uncertainty. It is remarkable that despite this, the proposed controller has been experimentally successfully tested [4, 18].

Let us proceed with stability analysis and other issues.

The five coordinates describing the dynamics transverse to the desired orbit [12] are \( y_1, y_2, \dot{y}_1 \), and \( \dot{y}_2 \), defined by (15), and \( I(q_1, \dot{q}_1) \), computed as [14]

\(^1\) Note that the components of \( x_0 \) and of \( x_T \) must be in agreement with \( y_1(0) = y_2(0) = 0 \) and \( \dot{y}_1(0) = \dot{y}_2(0) = 0 \) as well. Moreover, \( \theta_1(T_h^-) \) and \( \theta_1(T_h^-) \) are equal to the first and the forth components of \( x_T \), respectively.
I(θ, ˙θ) = ˙θ^2 − ψ(θ⋆(0), θ) ˙θ⋆(0)^2 + ∫_{θ⋆(0)}^{θ} ψ(s, θ) 2γ(s) α(s) ds,

\psi(s_1, s_2) = \exp \{-∫_{s_2}^{s_1} 2 \beta(s) α(s) ds\}.

(21)

from the functions (18), (19), and (20).

One way to derive a linearization of the transverse dynamics is as follows. One starts with rewriting the closed-loop system in terms of the new coordinates \( y_1, y_2, \dot{θ} = q_1 \) and their derivatives. After straightforward but lengthy computations, one can obtain an equivalent description of the continuous part of the closed-loop system (1), (9), (10) with (7) in the form:

\[ \dot{y}_1 = v_1, \quad \dot{y}_2 = v_2, \quad \ddot{θ} = \dot{θ} + \ldots + \ddot{y}_1 + \ldots \dot{y}_2, \]

where “…” denote lengthy expressions, which are straightforward to compute, and

\[ v_1 = f_1(θ, \dot{θ}, y_1, y_2, \dot{y}_1, \dot{y}_2) \quad \text{and} \quad v_2 = f_2(θ, \dot{θ}, y_1, y_2, \dot{y}_1, \dot{y}_2) \]

are the functions defined by

\[ \begin{bmatrix} v_1 \\ v_2 \end{bmatrix} = J(θ, \dot{θ}) \begin{bmatrix} \dot{q} \\ M^{-1}(q)(Bu - C(q, \dot{q}) \dot{q} - G(q)) \end{bmatrix}, \]

(24)

where \( u \) is given by (9), (10),

\[ J(θ, \dot{θ}) = \begin{bmatrix} -\phi'q(θ) \dot{θ}, 0, 0, -\phi'q(θ), 1, 0 \\ -\phi'q(θ) \dot{θ}, 0, 0, -\phi'q(θ), 0, 1 \end{bmatrix} \]

and everything is expressed in the appropriate variables.

The next step is to substitute the first two equation of (22) into the last one. After that, the last equation can be rewritten in such a form that its left-hand side coincide with the left-hand side of (17). The later can be done differently using one of the two “high-school level” techniques: adding or subtracting or multiplying and dividing. The first approach results in significantly shorter expressions for the right-hand sides involving \( \dot{θ} \) and the second one in much longer ones but independent on \( \dot{θ} \). In particular, one can obtain a system in the following form

\[ \begin{bmatrix} \dot{y}_1 \\ \dot{y}_2 \end{bmatrix} = \begin{bmatrix} W \alpha(θ) \dot{θ} + \beta(θ) \dot{θ}^2 + \gamma(θ) \end{bmatrix} y_1 + g_{α_1}(θ, \dot{θ}, y_1, \dot{y}_1) y_1 + g_{α_2}(θ, \dot{θ}, y_2, \dot{y}_2) y_2 + g_{α_3}(θ, \dot{θ}, y_1, \dot{y}_1) \dot{y}_1 + g_{α_4}(θ, \dot{θ}, y_2, \dot{y}_2) \dot{y}_2 + g_{α_5}(θ, y_1) y_1 + g_{α_6}(θ, y_2) y_2 \]

It is left to notice, that since

\[ f_1(θ(0), \dot{θ}(0), 0, 0, 0, 0) \equiv f_2(θ(0), \dot{θ}(0), 0, 0, 0, 0) = 0, \]

one can rewrite these functions as

\[ f_1(θ, \dot{θ}, y_1, y_2, \dot{y}_1, \dot{y}_2) = f_{1y_1}(θ) y_1 + f_{1y_2}(θ) y_2 + f_{11}(θ) I + \ldots, \]

\[ f_2(θ, \dot{θ}, y_1, y_2, \dot{y}_1, \dot{y}_2) = f_{2y_1}(θ) y_1 + f_{2y_2}(θ) y_2 + f_{21}(θ) I + \ldots, \]

where by “…” we denote higher-order terms in the linearization variables y, \dot{y}, and I.

Finally, since [13]

\[ \frac{d}{dt} I(θ(t), \dot{θ}(t)) = \dot{θ} \left\{ \frac{2}{α(θ)} W - \frac{2β(θ)}{α(θ)} I \right\}, \]

one obtains a linearization of the continuous part of the transverse dynamics, described by the linear system

\[ \dot{ζ} = (A(t) + B(t) K(t)) ζ, \]

(27)

where ζ gives linear parts of the deviations from zeros for the components of \( x \in [I_1, y_1, y_2, θ_1, θ_2]^T \).

It is left to compute:

(1) approximations for \( φ_1(θ) \) and \( φ_2(θ) \) and their two derivatives with the help of (16), based on the desired solution of the closed-loop system (14),

(2) the desired solution θ(0) of (17) with its derivatives,

(3) the precise approximations or approximations for the coefficients of the expansions (26).

The first two tasks are easy to accomplish. Computing the first four coefficients in each of the two expansions (26) can be done evaluating the appropriate partial derivatives. The last term can be computed using the formulae

\[ f_{11,21}(t) = \left[ \frac{∂f_{12}(t)}{∂θ} - \frac{∂f_{12}(t)}{∂θ} \right] \theta = θ(0), \dot{θ} = θ(0), y_1 = 0, \dot{y}_1 = 0 \]

\[ \left[ 2 \left( \dot{θ}(0) \right)^2 + 2 \left( \dot{θ}(0) \right)^2 \right]. \]

The computed transverse linearization (27) should run for a fixed period of time of duration \( T_h \). After that, a jump in the values of ζ should occur and be followed by continuous dynamics similar to (27) and another jump. We now are in position to define jumps due to instantaneous impacts and switching of the supporting legs.

1.4 Transverse Linearization for the Closed-Loop System

The linearization of the updating law map (3) with (4) is computed evaluating the corresponding Jacobian at \( \dot{x}^T \)

\[ \frac{d}{dt} \dot{x} = (dF) \dot{x} T_h. \]

Now, we define the projections needed for modified linearization of the updating law. The values of components of \( ζ(T_h) \in \mathbb{R}^2 \) should first be related to the corresponding values of components of \( x(T_h) \in \mathbb{R}^4 \). Hence, we need to obtain the linearization of the relations

\[ y_1 = \dot{q}_2 - φ_1(q_1), \quad y_2 = \dot{q}_3 - φ_2(q_1), \]

\[ \dot{y}_1 = \dot{q}_2 - \dot{φ}_1(q_1), \quad \dot{y}_2 = \dot{q}_3 - \dot{φ}_2(q_1) \]

and I = I(q_1, q_1), defined by (21), in a vicinity of the desired trajectory at \( t = T_h \). At an arbitrary moment of
time we have the next relation between the linear parts of the increments of the transversed coordinates in $\mathbb{R}^5$ and the linear parts of the generalized coordinates in $\mathbb{R}^6$:

$$[\Delta I \Delta y^T \Delta \dot{y}^T]^T = L(t) [\Delta \theta^T \Delta \dot{\theta}^T]^T,$$

where using the easy to check formulae

$$\frac{\partial I}{\partial \theta} \bigg|_{\theta = \theta(t)} = -2 \hat{\theta}_s(t), \quad \frac{\partial I}{\partial \theta} \bigg|_{\theta = \theta(t)} = 2 \hat{\theta}_s(t),$$

one obtains

$$L(t) = \begin{bmatrix}
-2 \hat{\theta}_s(t) & 0 & 2 \hat{\theta}_s(t) & 0 & 0 & 0 \\
-\phi_s'(\theta(t)) & 1 & 0 & 0 & 0 & 0 \\
-\phi_s''(\theta(t)) & 0 & 1 & 0 & 0 & 0 \\
-\phi_s''(\theta(t)) & 0 & 0 & -\phi_s'(\theta(t)) & 1 & 0 \\
-\phi_s''(\theta(t)) & 0 & 0 & -\phi_s'(\theta(t)) & 0 & 1
\end{bmatrix}. \quad (31)$$

To derive an inverse transformation, we notice that

$$n(t) = \left[ \dot{q}^T(t) \ddot{q}^T(t) \right]^T$$

is orthogonal to $S(t)$, the moving Poincaré section at time $t$; so that $\zeta(t) \in TS(t)$, the tangent to $S(t)$. Therefore,

$$\zeta = [\Delta I \Delta y^T \Delta \dot{y}^T]^T \in TS(t) \equiv \mathbb{R}^5 \implies \mathbb{R}^6 \supset TS(t) \ni \Delta x = \begin{bmatrix} \Delta \theta^T \\ \Delta \dot{\theta}^T \\ \Delta \theta^T \\ \Delta \dot{\theta}^T \\ \Delta \theta^T \\ \Delta \dot{\theta}^T \end{bmatrix} \equiv \begin{bmatrix} L(t) \\ n(t) \end{bmatrix}^{-1} \begin{bmatrix} 0 \\ \cdots \end{bmatrix}. \quad (33)$$

It is important to realize at this point that the tangent plane to $T_A$, which is equal to

$$TT_A = \left\{ \delta x_{T_A} \in \mathbb{R}^5 : m^T \delta x_{T_A} = 0 \right\},$$

where $m^T = [0, 1, 0, 0, 0, 0]$, computed from (6), is different from

$$TS(T_h) = \left\{ \Delta x_{T_A} \in \mathbb{R}^5 : n^T \Delta x_{T_A} = 0 \right\},$$

where $n(T_h)$ is given by (32). Therefore, the needed projection of $TS(T_h)$ onto $TT_A$ is not trivial. This transformation can be obtained taking

$$\delta x_{T_A} = \Delta x_{T_A} + f(x, u, T_h, 0) \tau,$$

where $f(x, u, T_h, 0) = n(T_h)$ according to footnote 2,

$$\tau = -\frac{\Delta q_2(T_h-)}{\phi_s'(\theta(T_h)) \hat{\theta}_s(T_h)} \iff m^T \delta x_{T_A} = 0. \quad (35)$$

Using the coordinate transformation (33) we have

$$\Delta x_{T_A} = \begin{bmatrix} L(T_h) \\ n^T(T_h) \end{bmatrix}^{-1} \begin{bmatrix} \zeta(T_h-1) \\ 0 \end{bmatrix}. \quad (36)$$

Summarizing, the combination of (34), (35), and (36) defines the projection operator

$$\delta x_{T_A} = P_n(T_h) \zeta(T_h-),$$

$$P_n(T_h) = \begin{bmatrix} I_6 - n(T_h)m^T [n^T(T_h) m]_1 & L(T_h) \\ n^T(T_h) & n^T(T_h) \end{bmatrix}^{-1} \begin{bmatrix} I_5 \\ 0_{1 \times 5} \end{bmatrix}. \quad (37)$$

For the other projection, one similarly obtains

$$\zeta(T_h+) = P_n(T_h) \delta x_{T_A},$$

$$P_n(T_h) = L(T_h) P_n(T_h) \begin{bmatrix} I_6 - n(T_h)m^T [n^T(T_h) m]_1 & L(T_h) \\ n^T(T_h) & n^T(T_h) \end{bmatrix}^{-1} \begin{bmatrix} I_5 \\ 0_{1 \times 5} \end{bmatrix}. \quad (38)$$

Finally, the transverse linearization for the system (5) is a $2T_h$-periodic linear hybrid system defined over each period of time $t \in [0, 2T_h]$ as follows

$$\dot{\zeta} = \begin{cases} A_1(t) + B_1(t) K_1(t) \zeta, & 0 < t < T_h, \\
\zeta(T_h+) = (d^{T^*} F^1) \zeta(T_h-), \quad \zeta(T_h+) = \begin{cases} A_2(t) + B_2(t) K_2(t) \zeta, & T_h < t < 2T_h, \\
(\zeta(T_h+)) = (d^{T^*} F^2) \zeta(T_h-), \quad \zeta(T_h+) = \begin{cases} A_1(t) = A_2(t) = A(t) \text{ and } B_1(T_h) = B_2(T_h) = B(t) K(t) \text{ are defined by (28), and (d^{T^*} F^2)} = (d^{T^*} F^1) + (d^{T^*} F^2) \text{ are defined by (38), (29), and (37). Here, the similarity of the two different phases of the motion (continuous plus discrete) is due to symmetry of the legs and identical controllers.} \end{cases}
\end{cases}\end{cases} \quad (39)
$$

1.5 Stability Analysis Using the Transverse Linearization

The solution of the transverse linearization dynamics (39) at the end of the cycle, i.e. at $t = 2T_h$, initiated at $\zeta(0)$ is given by the following formula

$$\zeta(2T_h) = \Psi(\zeta(0)),$$

where

$$\Psi = \left( P^T n(T_h) \right) \Phi(T_h) \left( P^T n(T_h) \right)^{-1}. \quad (40)$$

The eigenvalues of the matrix $\Psi$

$$0.36377, \quad -0.01248 \pm 0.00492 i, \quad -0.0048, \quad 0.00278$$

are inside the unit circle in the complex plane. Hence, the system (39) is exponentially stable and the desired trajectory of the nonlinear closed-loop system (5), (9), (12) is (locally) orbitally exponentially stable. The maximal absolute value of the eigenvalues is approximately equal to 0.36377. This number is an estimate of the stability degree in a vicinity of the desired trajectory, i.e. the rate of reduction of the distance from the desired orbit.

It is of interest to notice that the maximal absolute values of the eigenvalues of the matrix $\Phi(T_h)$, which corresponds to the continuous dynamics, is greater than 1.5996 and, therefore, the stability is insured only by the impact, i.e. essentially by a good choice of the imposed constraint.

The eigenvalues of the transition matrix $\Psi$, given by (40), are equal to the eigenvalues of the 5-dimensional Poincaré map for the impulse system $[11]$, see also [7].

1.6 Redesigning a stabilizing feedback controller

One of the consequences of the transverse-linearization-based analysis given in the previous section is that taking

$$v = K(q) \left[ f(q, \dot{q}) - y_1, y_2, \dot{y}_1, \dot{y}_2 \right]^T$$

in combination with the feedback transformation, similar to (9) but written for the outputs (22),

$$u = \left[ J(q, \dot{q}) M^{-1}(q) B \right]^{-1} \left[ \dot{v} \right] \left[ J(q, \dot{q}) M^{-1}(q) \left[ -C(q, \dot{q}) \dot{q} - G(q) \right] \right],$$

and with a time-stamp of the projection onto the desired trajectory $\tau = T(\theta, \dot{\theta}) \in [0, T_h)$, which in our case can be taken as $T(\theta, \dot{\theta}) = T_h (\theta - \theta_0(0+) - \theta_0(T_h-))$ mod $T_h$, during the first half of the period, and a similarly
defined controller for the second part, one obtains an orbitally exponentially stabilizing controller, provided
\[
J\{K(t)\} = \max_{1 \leq i \leq n} \left\{ \left| \text{eig}_i \left[ P_{0}^+ (dF) P_{0}^- (T_h) \right] \right| \right\} < 1, \tag{44}
\]
where \(\Phi(T_h)\) is computed solving (41) and \(\text{eig}_i \{ \cdot \}\) denotes the \(i\)th eigenvalue.

It is tempting to simplify the feedback controller by choosing (42) with a constant matrix \(K\). The coefficients of this matrix can be obtained using a simple minimization procedure for (44). The result of such a search is
\[
K = \begin{bmatrix}
-0.0063 & -17.9205 & 0.1516 & -6.3287 & -0.6052 \\
1.9941 & -0.0836 & -6.7921 & -0.4683 & -5.1153
\end{bmatrix}
\]
with \(J(K) = 0.138\) being the value of (44).

The results of numerical simulations with all three feedback controllers described here are omitted due to space limitations. We have observed that the feedback controller based on the constant gain \(K\) has the best local convergence rate but the smallest region of attraction.

2. CONCLUSION

In the situation, when the goal of control design is orbital exponential stabilization, computing a linearization around the desired trajectory is not trivial. Such a linearization should be computed after the one-dimensional dynamics along the trajectory is separated. Although no analytical technique is known for general nonlinear systems, it can be done for systems, dynamics of which can be described by controlled Euler-Lagrange equations. It has been recently shown how to use the transverse linearization technique for control design and stability analysis for smooth systems with underactuation degree one.

Bipedal robots can often be described by models in this class during the swing phase of motion, after which an impact with environment occurs. Such an impact can be modeled as an impulse effect, which complements the continuous-time part of the dynamics. In this paper, we have suggested a procedure of modifying the transverse linearization in order to incorporate impulse effects. The resulting dynamics consist of a linear system and a linear updating law, acting at fixed time instances.

Derivations are shown for a particular model of a three-link walking robot. We have computed a transverse linearization and have shown how to use it for analysis of a known feedback controller and for designing alternative ones.
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