Applications of Random Parameter Matrices Kalman Filtering in Uncertain Observation and Multi-Model Systems
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Abstract: This paper considers two types of practical applications of the Linear Minimum Variance recursive state estimation for the linear discrete time dynamic system with random state transition and measurement matrices. The first type of applications is the Kalman filtering with uncertain observations. The second one is the randomly variant dynamic systems with multiple models.

1. INTRODUCTION

Linear discrete time system with random state transition and observation matrices arises in many areas such as radar control, missile track estimation, satellite navigation, digital control of chemical processes, economic systems. Koning [1] considered the Linear Minimum Variance recursive estimation formulae for the linear discrete time dynamic system with random state transition and measurement matrices. Such system can be converted to a linear dynamic system with deterministic parameter matrices and state-dependent process and measurement noises. Therefore, the conditions of standard Kalman Filtering are violated and the recursive formulae can not be derived directly from the Kalman Filtering Theory. In [1], a modified Kalman Filtering formulae was given and its optimality was briefly analyzed without details of why the converted system still satisfies the conditions of standard Kalman Filtering under mild conditions.

In this paper, we address the result in [1] can be applied to many practical problems related to Kalman filtering and derive more general results than the some existed corresponding results.

Recently, the Kalman filtering with uncertain observation attracted extensive attentions [4], [5], [6]. There are two types of uncertain observations in practice. The first one is that the estimator can exactly know whether the observation fully or partially contains the signal to be estimated, or just contains noise alone, but the occurrence probability of each case is known. Clearly, the latter is more practical. By applying the random measurement matrix Kalman filtering, we can derive the Kalman filter with the second type of uncertain observations, which is much more general than that in [4], [5], [6].

On the other hand, in practical applications, people may face a Multi-Model (MM) Dynamic Process very often. The MM Dynamic Process is best described in terms of randomly variant dynamic systems. Such a system is one that can be suitably described in a hybrid space $R^n \times S$, the Cartesian product of the continuous-valued base state space $R^n$ and a discrete finite set $S$, the collection of the finite system modes which characterize the behavior patterns of the system. A randomly variant dynamic system thus distinguishes itself from conventional systems in its imbedded random jump process which governs the random transition of its system behavior patterns. Many real-world problems can be successfully formulated in terms of such systems. Typical examples can be found in systems subject to piecewise linearization of nonlinear systems, maneuvering target tracking, reconfigurable systems, etc. The MM dynamic processes were considered by many researchers (for example, see [7]-[11]). Although the possible models there are quite general and possibly depend on the state, only suboptimal algorithms were proposed in the past a few decades. However, some of the MM systems, although they are not dependent on the state and somewhat restrictive than the the models considered in [8], [10], can be reduced to the dynamic models with random transition matrix, therefore, the optimal filter can be given directly according to the random transition matrix Kalman filtering given here. The simulation results support the analysis in this paper.

The remainder of this paper is organized as follows. In Section 2, we present the random parameter matrices Kalman filtering. In Section 3, we formalize a general
model of Kalman filtering with uncertain observations, and derive the optimum linear recursive estimators by applying the random parameter matrices Kalman filtering. And two application examples are provided to give an intuitive understanding of the results. In Section 4, we formalize the multiple-model dynamic process as a process with random transition matrix and provide the optimal real-time estimator for this case. In Section 5, simulation examples are given for the models given in Section 3 and Section 4. Finally, in Section 6, we present our conclusions.

2. RANDOM PARAMETER MATRICES KALMAN FILTERING

Consider a discrete time dynamic system

\[ x_{k+1} = F_k x_k + \nu_k, \quad k = 0, 1, 2, \ldots, \]
\[ y_k = H_k x_k + \omega_k, \]

where \( x_k \in \mathbb{R}^r \) is the state, \( y_k \in \mathbb{R}^N \) is the measurement, \( \nu_k \in \mathbb{R}^r \) is the process noise, and \( \omega_k \in \mathbb{R}^N \) is the measurement noise. The subscript \( k \) is the time index. \( F_k \in \mathbb{R}^{r \times r} \) and \( H_k \in \mathbb{R}^{N \times r} \) are random matrices.

We assume the system has the following statistical properties: \{\( F_k, H_k, \nu_k, \omega_k, k = 0, 1, 2, \ldots \)\} are all sequences of independent random variables temporally and across sequences as well as independent of \( x_0 \). Moreover, we assume \( x_k \) and \{\( F_k, H_k, k = 0, 1, 2, \ldots \)\} are independent mutually. The initial state \( x_0 \), the noises \( \nu_k, \omega_k \), and the parameter matrices \( F_k, H_k \) have the following means and covariances

\[ E(x_0) = \mu_0, \quad E(x_0 - \mu_0)(x_0 - \mu_0)^T = P_0, \]
\[ E(\nu_k) = 0, \quad E(\nu_k \nu_k^T) = R_\nu, \quad E(x_0 \nu_k^T) = 0, \]
\[ E(\omega_k) = 0, \quad E(\omega_k \omega_k^T) = R_\omega, \quad E(x_0 \omega_k^T) = 0, \]
\[ E(F_k) = \tilde{F}_k, \quad \text{Cov}(f_{ij}^k, f_{mn}^k) = C_{ij}^{mn}, \]
\[ E(H_k) = \tilde{H}_k, \quad \text{Cov}(h_{ij}^k, h_{mn}^k) = C_{ij}^{mn}, \]

where \( f_{ij}^k \) and \( h_{ij}^k \) are the \( (i,j) \)th entries of matrices \( F_k \) and \( H_k \), respectively.

Rewrite \( F_k \) and \( H_k \) as

\[ F_k = \tilde{F}_k + \tilde{F}_k, \]
\[ H_k = \tilde{H}_k + \tilde{H}_k. \]

Substituting (3), (4) into (1), (2) converts the original system to

\[ x_{k+1} = \tilde{F}_k x_k + \tilde{v}_k, \]
\[ y_k = \tilde{H}_k x_k + \tilde{\omega}_k, \]

where

\[ \tilde{v}_k = \nu_k + \tilde{F}_k x_k \]
\[ \tilde{\omega}_k = \omega_k + \tilde{H}_k x_k \]

and across correlated, which would not satisfy the well-known assumptions of standard Kalman filtering.

In the following proposition, we present the modified Kalman filtering as given by Koning [1]. Readers interested in the detailed proof about its optimality can refer to the appendix (omitted in this submission due to page length limit).

**Proposition 1.** The linear minimum variance recursive state estimation of system (5), (6) is given by

\[ x_{k+1|k+1} = x_{k+1|k} + K_{k+1}(y_{k+1} - H_{k+1} x_{k+1|k}) \]
\[ x_{k+1|k} = \tilde{F}_k x_k + K_{k+1} \]
\[ K_{k+1} = P_{k+1|k} H_{k+1}^T (H_{k+1} P_{k+1|k} H_{k+1}^T + R_{\omega_k})^{-1} \]
\[ P_{k+1|k} = \tilde{F}_k P_k \tilde{F}_k^T + R_\nu \]
\[ P_{k+1} = (I - K_{k+1} H_{k+1}) P_{k+1|k} \]
\[ R_{\omega_k} = R_\omega + (\tilde{H}_k E(x_k x_k^T) \tilde{H}_k^T)^{-1} \]
\[ E(x_{k+1|k+1} x_{k+1|k}) = \tilde{F}_k E(x_k x_k^T) \tilde{F}_k^T + E(\tilde{F}_k E(x_k x_k^T) \tilde{F}_k^T) + R_\omega \]
\[ E(x_0) = E(x_0) \]
\[ E(x_0 x_0^T) = E(x_0) + P_0, \]

where the superscript “ + ” denotes the Moore–Penrose pseudo inverse.

**Remark 1.** Compared with the standard Kalman filtering, random parameter matrices Kalman filtering has one more recursion of \( E(x_{k+1|k} x_{k+1|k}^T) \). By Proposition 1, we eventually have to compute \( E(\tilde{F}_k E(x_k x_k^T) \tilde{F}_k^T) \) and \( E(H_k E(x_k x_k^T) H_k^T) \), and their analytical expressions are given by

\[ E(\tilde{F}_k E(x_k x_k^T) \tilde{F}_k^T)(m,n) = \sum_{i=1}^{r} \sum_{j=1}^{r} C_{f_{k_{ij}}^{k_{mn}}} X_{ij}^k \]

\[ E(H_k E(x_k x_k^T) H_k^T)(m,n) = \sum_{i=1}^{r} \sum_{j=1}^{r} C_{h_{ij}^{k_{mn}}} X_{ij}^k \]

where \( X^k = E(x_k x_k^T) \).

3. APPLICATION TO A GENERAL UNCERTAIN OBSERVATION

Consider a system

\[ x_{k+1} = F_k x_k + \nu_k \]
Consider such a discrete dynamic process \( x_k, k = 0, 1, \cdots \) is defined by
\[
x_{k+1} = F_k x_k + \nu_k,
\]
where \( F_k \) is a non-random matrix of appropriate dimension and \( \nu_k \) is a noise sequence satisfying
\[
E(\nu_k) = 0,
\]
\[
E(\nu_k\nu_k^T) = R_\nu \delta(k - l).
\]
\( \delta(\cdot) \) is the Kronecker delta function. The initial state \( x_0 \) is assumed to be a random vector with a known mean \( \mu_0 \) and a known covariance matrix \( P_0 \).

The observation is given by
\[
y_k = h_k x_k + \omega_k, \quad \text{with probability } p(k),
\]
\[
\omega_k, \quad \text{with probability } 1 - p(k),
\]
where \( h_k \) is also a non-random matrix, \( \omega_k \) is the observation noise satisfying
\[
E(\omega_k) = 0,
\]
\[
E(\omega_k\omega_k^T) = R_\omega \delta(k - l).
\]
\( p(k) \) is the probability that the \( k \)th observation contains the signal \( x_k \). Hence, the above observation can be described equivalently by
\[
y_k = H_k x_k + \omega_k
\]
where the observation matrix \( H_k \) is a binary-valued random matrix, with
\[
Pr(H_k = h_k) = p(k)
\]
\[
Pr(H_k = 0) = 1 - p(k)
\]
Due to (4),
\[
\hat{H}_k = p(k) h_k
\]
\[
Pr\{\hat{H}_k = (1 - p(k)) h_k\} = p(k)
\]
\[
Pr\{\hat{H}_k = -p(k) h_k\} = 1 - p(k)
\]
In the uncertain observation case, the state transition matrix is still a constant one, but the measurement matrix is random, by (22) and (23), the covariance of the process and observation noise can be written as follows:
\[
R_{\omega_k} = R_{\nu_k}
\]
and
\[
R_{\omega_k} = R_{\omega_k} + E(\hat{H}_k E(x_k x_k^T)\hat{H}_k^T)
\]
\[
= R_{\omega_k} + (1 - p(k)) p(k) k_h E(x_k x_k^T) h_k^T.
\]
Thus, the random measurement matrix Kalman Filtering in this special case is given by:
\[
x_{k+1|k+1} = x_{k+1|k} + K_{k+1} (y_{k+1} - p(k+1) h_{k+1} x_{k+1|k})
\]
\[
x_{k+1|k} = F_k x_k | k
\]
\[
K_{k+1} = p(k+1) P_{k|k} h_{k+1}^T + (p(k+1) h_{k+1} P_{k|k} h_{k+1}^T + R_{\omega_k})^+
\]
\[
P_{k+1|k} = F_k P_k F_k^T + R_{\omega_k}
\]
Similarly as the derivation as before, we can obtain:

\[
P_{k+1} = (I - p(k+1)K_{k+1}h_{k+1}^T)P_{k+1|k} \tag{29}
\]

\[
R_{\omega_k} = R_{\omega_k} + E(x_kx_k^T)h_k^T \tag{30}
\]

\[
E(x_{k+1|x_k}^T) = F_kE(x_kx_k^T)F_k^T + R_{\omega_k} \tag{31}
\]

\[
x_{0|0} = E(x_0), P_0 = Var(x_0), \tag{32}
\]

\[
E(x_0^T x_0^T) = E(x_0^T)E(x_0^T) + P_0. \tag{33}
\]

Compared the above formulas with Nahi’s result [4], it is easy to see his result is a special case of ours except some notation difference.

**Example 2.**

We assume \( y_k \) has at least two elements and partition \( y_k \) into multiple parts, each part may contain noise alone. In the simplest case, suppose \( y_k \) is divided into two parts \( y_{k,1}, y_{k,2} \). The observation equation can be given by:

\[
\begin{pmatrix}
y_{k,1} \\
y_{k,2}
\end{pmatrix} = \begin{pmatrix} H_{k,1} \\ H_{k,2} \end{pmatrix} x_k + \begin{pmatrix} \omega_{k,1} \\ \omega_{k,2} \end{pmatrix}, \tag{34}
\]

where the observation matrix \( H_{k,i}, i = 1, 2 \) are independent of each other and two binary random matrices with

\[
Pr\{H_{k,i} = h_{k,i}\} = p_i(k) \tag{35}
\]

\[
Pr\{H_{k,i} = 0\} = 1 - p_i(k). \tag{36}
\]

Similarly as the derivation as before, we can obtain:

\[
\tilde{H}_k = \begin{pmatrix} p_1(k)h_{k,1} \\ p_2(k)h_{k,2} \end{pmatrix} \tag{37}
\]

and the various samples of \( \tilde{H}_k \) with their probabilities are given in the following table:

**Table 1. Samples of \( \tilde{H}_k \) with their probabilities.**

<table>
<thead>
<tr>
<th>Sam. of ( \tilde{H}_k )</th>
<th>Probabilities</th>
</tr>
</thead>
<tbody>
<tr>
<td>((-p_1(k)h_{k,1}) (1 - p_1(k)h_{k,2}))</td>
<td>((-p_2(k)h_{k,1}) (1 - p_2(k)h_{k,2}))</td>
</tr>
<tr>
<td>((1 - p_1(k))h_{k,1} (1 - p_2(k))h_{k,2})</td>
<td>((1 - p_1(k))h_{k,1} (1 - p_2(k))h_{k,2})</td>
</tr>
<tr>
<td>P_{\tilde{H}}</td>
<td>1 | 1</td>
</tr>
</tbody>
</table>

Therefore,

\[
R_{\omega_k} = R_{\omega_k} + E(\tilde{H}_kE(x_kx_k^T)\tilde{H}_k^T) \tag{38}
\]

Substituting (37) and (38) into the Kalman filtering in Proposition 1 can yield the optimum estimator straightforwardly for system (13), (34).

**4. APPLICATION TO MULTIPLE-MODEL DYNAMIC PROCESS**

The multiple-model (MM) dynamic process were considered by many researchers (for example, see [7]-[11]. Although the possible models considered in those papers are quite general and can depend on the state, only suboptimal algorithms were proposed in the past a few decades. On the other hand, although some of the MM systems are not state-dependent and therefore more restrictive than the models considered in [8], [10], but these MM systems can be reduced to dynamic models with random transition matrix and thus the optimal real-time filter can be given directly according to the random transition matrix Kalman filtering proposed in Theorem 1.

Consider a system

\[
x_{k+1} = F_kx_k + \nu_k \text{ with probability } p_i, i = 1, 2, \ldots, l. \tag{39}
\]

\[
y_k = H_kx_k + \omega_k \tag{40}
\]

where \( \{p_i\} \) and \( \{\nu_i\} \) are independent sequences, and \( H_k \) is non-random. We use random matrix \( F_k \) to stand for the state transition matrix. The expectation of \( F_k \) can be expressed as:

\[
\tilde{F}_k = \sum_{j=1}^{l} p_j F_k^j \tag{41}
\]

\[
\tilde{F}_k = F_k^i - \tilde{F}_k, \text{ with probability } p_i. \tag{42}
\]

A necessary step for implementing the random Kalman filtering is to calculate

\[
R_{\nu_k} = R_{\nu_k} + E(\tilde{F}_kE(x_kx_k^T)\tilde{F}_k^T) \tag{43}
\]

\[
= R_{\nu_k} + \sum_{i=1}^{l} p_i(F_k^i - \tilde{F}_k)E(x_kx_k^T)(F_k^i - \tilde{F}_k)^T. \tag{44}
\]

Thus, all the recursive formulas of random Kalman filtering can be given by:

\[
x_{k+1|k+1} = x_{k+1|k} + K_{k+1}(y_{k+1} - H_{k+1}x_{k+1|k}) \tag{45}
\]

\[
x_{k+1|k} = \tilde{F}_kx_k \tag{46}
\]

\[
K_{k+1} = P_{k+1|k}H_{k+1}^T(P_{k+1|k}H_{k+1}^T + R_{\omega_k})^{-1} \tag{47}
\]

\[
P_{k+1|k} = \tilde{F}_kP_k\tilde{F}_k^T + R_{\nu_k} \tag{48}
\]

\[
P_{k+1} = (I - K_{k+1}H_{k+1})P_{k+1|k} \tag{49}
\]

\[
R_{\nu_k} = R_{\nu_k} + \sum_{i=1}^{l} p_i(F_k^i - \tilde{F}_k)E(x_kx_k^T)(F_k^i - \tilde{F}_k)^T \tag{50}
\]

\[
E(x_{k+1|x_k}^T) = F_kE(x_kx_k^T)F_k^T \tag{51}
\]

\[
+ \sum_{i=1}^{l} p_i(F_k^i - \tilde{F}_k)E(x_kx_k^T)(F_k^i - \tilde{F}_k)^T + R_{\nu_k} \tag{52}
\]

\[
x_{0|0} = E_{x_0}, P_0 = Var(x_0), E(x_0x_0^T) = E_{x_0}E_{x_0}^T + P_0. \tag{53}
\]

**5. SIMULATIONS**

The simulations were done for a dynamic system with random parameter matrices modelled as an object movement with process noise and measurement noise on the plane. The two simulations show the specific applications of results in the last two sections.

**Simulation 1.** We consider the model in example 1, and certain observations may contain noise alone, only the
probability of occurrence available to the estimator. The 
object dynamics and measurement equations are given by,
\[
F_k = \begin{pmatrix}
\cos(2\pi/300) & \sin(2\pi/300) \\
-\sin(2\pi/300) & \cos(2\pi/300)
\end{pmatrix}
\]
(43)
\[
H_k = \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix}, \text{ with probability } p(k) = 0.95
\]
(44)
\[
= \mathbf{0}, \text{ with probability } 1 - p(k) = 0.05
\]
(45)
The initial state \(x_0 = (50,0)\), \(P_{00} = 0.5I\). The covariance of the noises are diagonal, given by \(R_u = 2\), \(R_v = 1\). It is easy to see that the target is a object that moves noisily at constant rotation speed \(2\pi/300/\)step in a circle with initial radius 50 about origin of the coordinate space. Using a tracking trajectory and Monte-Carlo method of 50 runs, we can evaluate tracking performance of an algorithm by comparing a tracking trajectory with the actual moving object (see Fig.1 below) and showing the second moment of the tracking error (see Fig. 2 below) given by
\[
E_k^2 = \frac{1}{50} \sum_{i=1}^{50} ||x_{k|i} - x_k||^2
\]

![Fig. 1. Tracking Trajectory of Random KAL with two measurement equations](image1)

From Figs.1 and 2, the tracking performance of the random Kalman filtering looks acceptable, and simulations have done for the different probabilities of observation \(p(k)\). Those simulation results show that the smaller \(p(k)\) is, the bigger the tracking error is, which is consistent with the intuitive expectation.

**Simulation 2.** In this simulation, there are three dynamic models, with the corresponding probabilities of occurrence available. The object dynamics and measurement equations are given by,
\[
F_k = \begin{pmatrix}
\cos(2\pi/300) & \sin(2\pi/300) \\
-\sin(2\pi/300) & \cos(2\pi/300)
\end{pmatrix}, \text{ with prob. 0.1,}
\]
\[
\begin{pmatrix}
\cos(2\pi/250) & \sin(2\pi/250) \\
-\sin(2\pi/250) & \cos(2\pi/250)
\end{pmatrix}, \text{ with prob. 0.2,}
\]
\[
\begin{pmatrix}
\cos(2\pi/100) & \sin(2\pi/100) \\
-\sin(2\pi/100) & \cos(2\pi/100)
\end{pmatrix}, \text{ with prob. 0.7,}
\]
\[
H_k = \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix}
\]
(46)

![Fig. 4. Estimated tracking error variance of random KAL with three dynamics equations](image4)

Obviously, for this system, the object at time \(k\) moves at three different rotation speeds with the two corresponding probabilities, respectively, in a circle with radius \(||x_k||\) about origin of the coordinate space.

From Figs.3 and 4, it can be shown that the filter given in section 4 does work well.
6. CONCLUSION

In this paper, we have given rigorous analysis for the Linear Minimum Variance recursive state estimation of the linear discrete time dynamic system with random state transition and measurement matrices. Since such a system can be converted to a linear dynamic system with deterministic parameter matrices and state-dependent process and measurement noises. We have shown that under mild conditions, the converted system still satisfies the conditions of standard Kalman Filtering; therefore, the recursive state estimation of this system is still of the form of a modified Kalman filtering. More importantly, we found that this result can be applied to Kalman filtering with uncertain observations as well as randomly variant dynamic systems with multiple models. The simulation examples support our analysis for the applications of the random parameter matrices Kalman filtering.
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