Abstract: In this contribution we extend a recently developed framework for open loop input design to closed loop experiment design. More specifically, for the very common situation of a fixed controller during the identification experiment, the framework is extended to the design of an optimal reference signal spectrum and also to cope with closed loop signal constraints. In a further extension also the regulator is included in the experiment design leading to a very general experiment design framework.
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1. INTRODUCTION

In system identification, there is a strong relation between the achieved accuracy of obtained models and the experiment conditions such as external excitation signals. This fact received considerable interest in the 1970’s, where (Goodwin and Payne, 1977) and (Zarrop, 1979) are good introductions to optimal input design in open loop. Typical design problems in this context correspond to non-convex programs and, hence, computational aspects have limited the applicability of optimal input design. One way of avoiding this has been to rely on high-order expressions for the model accuracy (Ljung, 1985; Yuan and Ljung, 1985; Gevers and Ljung, 1986; Hjalmarsson et al., 1996; Forssell and Ljung, 2000), which beside computational favors provides a certain robustness against the properties of the underlying system. Despite that these high-order results can be quite accurate even for model orders as low as two, see (Ljung, 1985; Ljung, 1999), it is easy to construct examples where they fail, for arbitrarily high orders see (Ninness and Hjalmarsson, 2002). Furthermore, these results are not suitable for handling frequency wise constraints, which e.g. is an important ingredient in many robust control applications.

Motivated by these limitations, there has been renewed interest in input design for models of finite order leading to the contributions (Lindqvist and Hjalmarsson, 2000; Lindqvist and Hjalmarsson, 2001; Hildebrand and Gevers, 2003), (Hildebrand and Gevers, 2003), (Bombois et al., 2004b) and (Jansson and Hjalmarsson, 2004a), in which a new approach to solve input design problems has been opened up. It has been shown that a wide range of open loop input design problems are equivalent to convex programs. Today, there exist several powerful numerical methods to solve convex programs.

In the context of control applications, various arguments for the advantages of identification in closed loop has been brought forward. In (Gevers and Ljung, 1986) it was shown that for situations when the high order variance expression is valid, closed loop experiments under minimum variance control are optimal if the model is to be used for minimum variance control. For similar problem formulations it was shown in (Hjalmarsson et al., 1996) that it is possible to outperform any fixed input design by a sequence of closed loop designs, provided the experimentation time is long enough. Again relying on the high-order variance expression, (Forssell and Ljung, 2000) showed that, typically, closed loop experiments are optimal when the output variance is constrained during the experiments. In another line of research focusing on the bias error it has also been shown that closed loop experiments can be beneficial, see e.g. (Zang et al., 1995; Lee et al., 1993). Closed loop experimentation can also be motivated by practical arguments. Most industrial processes are being operated in closed loop and it is often not possible to open the loop. Therefore, identification experiments often have to be performed in closed loop with an existing controller in the loop.
Considering the above, it is of interest to re-examine optimal closed loop experiment design for finite model order. In this contribution, we will continue the work in (Jansson and Hjalmarsson, 2004b; Jansson and Hjalmarsson, 2004a) and generalize these results to include feedback in the input. Some early contributions on experiment design in closed loop are (Ng et al., 1977b; Ng et al., 1977a; Gustavsson et al., 1977).

A brief review of parameter estimation is given in Section 2. Some relevant issues involved in typical design formulations are illustrated in Section 3. Experiment design with a fix controller is treated in Section 4. The case with the feedback mechanism included in the experiment design is treated in Sections 5-7. The paper is summarized in Section 8.

2. PARAMETER ESTIMATION

We will consider identification of time-discrete linear time-invariant systems within the prediction error framework, (Ljung, 1999). The true single input/single output system is modelled by

\[ y(t) = G(q, \theta)u(t) + H(q, \theta)e(t) \]  \hspace{1cm} (1)

where \( G \) and \( H \) are parametrized by the real valued parameter vector \( \theta \). Furthermore, \( y \) is the output and \( u \) is the input and \( e \) is zero mean white noise with variance \( \lambda \). It is assumed that \( G \) and \( H \) have the rational forms

\[ G(q, \theta) = \frac{q^{-n_b}B(q, \theta)}{A(q, \theta)} \quad \text{and} \quad H(q, \theta) = \frac{C(q, \theta)}{D(q, \theta)} \]  \hspace{1cm} (2)

where

\[ A(q, \theta) = 1 + a_1 q^{-1} + \cdots + a_n q^{-n_a} \]  \hspace{1cm} (3)

\[ B(q, \theta) = b_0 + b_1 q^{-1} + \cdots + b_n q^{-n_b} \]  \hspace{1cm} (4)

\[ C(q, \theta) = 1 + c_1 q^{-1} + \cdots + c_n q^{-n_c} \]  \hspace{1cm} (5)

\[ D(q, \theta) = 1 + d_1 q^{-1} + \cdots + d_n q^{-n_d} \]  \hspace{1cm} (6)

with \( q \) being the delay operator. We will assume that there exists a description of the true system within the model class defined by \( \theta = \theta_o \) and \( \lambda = \lambda_o \). The one-step-ahead predictor for the model (1) is

\[ \hat{y}(t, \theta) = H^{-1}(q, \theta)G(q, \theta)u(t) + (1 - H^{-1}(q, \theta)) y(t) \]  \hspace{1cm} (7)

and the prediction error is \( \varepsilon(t, \theta) = y(t) - \hat{y}(t, \theta) \). The parameters are estimated with the prediction error method using a least mean square criterion to minimize the prediction error. The parameter estimate is

\[ \hat{\theta}_{N} = \arg \min_{\theta} \frac{1}{2N} \sum_{t=1}^{N} \varepsilon^2(t, \theta) \]  \hspace{1cm} (8)

where \( N \) denotes the number of the data that is used for the estimation. Under mild assumptions the parameter estimate has an asymptotic distribution (Ljung, 1999) that obeys

\[ \sqrt{N} (\hat{\theta}_N - \theta) \in \mathcal{N}(0, \sqrt{\lambda}) \]  \hspace{1cm} (9)

\[ P = \lambda_o \left\{ \mathbb{E} \left[ \psi(t, \theta_o) \psi^T(t, \theta_o) \right] \right\}^{-1} \]

\[ \psi(t, \theta_o) = \left[ \frac{\partial}{\partial \theta} \varepsilon(t, \theta) \right]_{\theta=\theta_o} \]

Introduce \( \chi_o(t) = [u(t) \ c_o(t)]^T \) where \( c_o(t) \) represents the true noise source. Using (7) and (9) we obtain

\[ \psi(t, \theta_o) = F(q, \theta_o)\chi_o(t) \]  \hspace{1cm} (10)

where \( F(q, \theta_o) = [F_u(q, \theta_o) \ F_c(q, \theta_o)] \) with

\[ F_u(q, \theta) = \frac{1}{H(q, \theta)} \frac{\partial G(q, \theta)}{\partial \theta} \]  \hspace{1cm} (11)

\[ F_c(q, \theta) = \frac{1}{H(q, \theta)} \frac{\partial H(q, \theta)}{\partial \theta} \]  \hspace{1cm} (12)

In this paper we will assume that the input is generated as

\[ u(t) = -K(q)y(t) + r(t) \]  \hspace{1cm} (13)

where \( r(t) \) is an external reference that is uncorrelated with the noise \( e(t) \). The controller \( K(q) \) is assumed to be linear and causal. Furthermore, all signals are assumed to have a spectral representation.

Based on (9)-(13), it is possible to express the inverse of \( P \) in (9) as follows

\[ P^{-1} = \frac{1}{2\pi \lambda_o} \int_{-\pi}^{\pi} F(\omega)\Phi_{\lambda_o}(\omega)F^*(\omega)\,d\omega \]  \hspace{1cm} (14)

\[ \Phi_{\lambda_o} = \begin{bmatrix} \Phi_{uu} & \Phi_{wc} \\ \Phi_{wu} & \lambda_o \end{bmatrix} \]  \hspace{1cm} (15)

Here \( \Phi_u \) is the spectrum of the input and \( \Phi_{wc} \) is the cross spectrum between \( u \) and \( c_o \). The expression (14) is very useful for experiment design purposes in closed loop operation. It shows exactly the influence of the input spectrum and the cross spectrum on the asymptotic parameter covariance matrix. This connection between the asymptotic covariance and these spectra will be further exploited in the subsequent sections.

3. ISSUES ON OPTIMAL EXPERIMENT DESIGN

If a model has been identified from experimental data it is inevitable that the model will contain errors. To evaluate the quality of the estimated models and the possible performance degradations that the model errors may induce, it is important to quantify them. We will assume that we have a full-order model structure and hence only variance errors occurs. Therefore, for large data lengths, the model error can be characterized by some function of the parameter covariance \( P \). Some classical quality measures are the scalar functions \( \det(P) \) and \( \text{Tr}(WP) \) where \( W \) is a weighting matrix. Recently, several frequency by frequency conditions on the error of the frequency function estimate have been used in different optimal input design formulations, see e.g. (Hildebrand and Gevers, 2003; Bombois et al., 2004a; Jansson and Hjalmarsson, 2004b). One example is the following weighted covariance criterion

\[ \frac{dG^*(\omega; \theta_o)}{d\theta}P(\Phi_{\lambda_o})\frac{dG(\omega; \theta_o)}{d\theta} \leq b(\omega) \]  \hspace{1cm} (16)

where the left hand side is a first order approximation of the variance of the frequency function estimate \( G(\omega; \hat{\theta}_N) \). The upper bound \( b(\omega) \) specifies the important frequency bands w.r.t the quality of the model.
Experiment design problems are often formulated as optimization programs that involve non-convex constraints, e.g. (16). A framework for handling such problems has recently been presented in (Jansson and Hjalmarsson, 2004b) and (Jansson and Hjalmarsson, 2004a) for design of inputs when the considered system is in open loop operation. The key to obtain tractable optimization problems in open loop is to impose suitable parametrizations of the input spectrum. Here we will generalize the results of (Jansson and Hjalmarsson, 2004b) and (Jansson and Hjalmarsson, 2004a) and include possible feedback in the input. The main difference between design in open loop compared to design in closed loop is the parametrization of signal constraints and the inverse covariance matrix. Therefore, we will focus on these issues in this paper.

For example, once we have retrieved a linear controller, we can handle that point-wise constraints

\[ 
\Phi \chi = 1/(1+G(\theta_0))K
\]

are affine in the reference spectrum \( \Phi_r \) and consequently, as is evidenced by (14), the inverse covariance matrix \( P^{-1} \) is affine in the same quantity. With the input spectrum substituted for the reference spectrum, this is exactly the basis for the design techniques for open loop systems, e.g. the ones presented in (Jansson and Hjalmarsson, 2004b). It is, hence, straightforward to modify existing open loop design techniques to handle design of the reference spectrum when the controller is fix. This means that we can handle (see (Jansson and Hjalmarsson, 2004b) for details)

- any energy constraint on the reference spectrum of the form

\[ 
\frac{1}{2\pi} \int_{-\pi}^{\pi} |W_r(e^{j\omega})|^2 \Phi_r(\omega) d\omega \quad (17)
\]

where \( W_r \) is a stable transfer function. This includes e.g. input energy as well as output energy constraints.

- point-wise constraints

\[ 
\alpha_r(\omega) \leq \Phi_r(\omega) \leq \beta_r(\omega) \quad \forall \omega \quad (18)
\]

- general linear, possibly frequency dependent, functions of the asymptotic covariance matrix \( P \), e.g. (16). It is also possible to use certain types of quality constraints that are guaranteed to hold in a confidence region.

5. EXPERIMENT DESIGN IN CLOSED LOOP WITH A FREE CONTROLLER

We will now generalize the scenario to the case where, in addition to the reference spectrum, also the feedback mechanism \( K(q) \) in (13) can be chosen. We thus have both \( \Phi_r \) and \( K \) at our disposal. However, it will turn out to be more natural to instead use the input spectrum \( \Phi_u \) and the cross spectrum \( \Phi_{ue} \) as design variables. Since there is a one-to-one between these two sets of variables this imposes no restrictions. This will be the set-up in the remaining part of the paper.

6. SPECTRUM REPRESENTATIONS

We will briefly discuss some useful options to parametrize a spectrum. Generally, the spectrum (15) may be written

\[ 
\Phi_{X_e} = \sum_{k=-\infty}^{\infty} \tilde{c}_k B_k
\]

for some basis functions \( \{B_k\}_{k=-\infty}^{\infty} \) which span \( \mathbb{L}_2 \). The matrix-valued coefficients \( \tilde{c}_k \in \mathbb{R}^{2\times2} \) must be such that

\[ 
\Phi_{X_e}(\omega) \geq 0, \quad \forall \omega \quad (20)
\]

For the most common choice of basis functions, \( B_k(e^{j\omega}) = e^{-j\omega k} \), the coefficients \( \tilde{c}_k \) have the interpretation as auto-correlations. Since \( P^{-1} \) is linear in \( \Phi_{X_e} \), it is natural to parametrize the spectrum in terms of the coefficients \( \tilde{c}_k \). However, it is impractical to use an infinite number of parameters so the parametrization has to be restricted. In (Jansson and Hjalmarsson, 2004a), two different approaches are presented for this. They are denoted as "finite dimensional spectrum parametrization" and "partial correlation parametrization", respectively. Here we will shortly review these two concepts. For a more thorough treatment we refer to (Jansson and Hjalmarsson, 2004a).

6.1 Finite dimensional spectrum parametrization

The finite dimensional spectrum parametrization is based on

\[ 
\Phi_{X_e} = \sum_{k=-(M-1)}^{M-1} \tilde{c}_k B_k
\]

for some positive integer \( M \). Here one has to impose the condition (20) to ensure that \( \Phi_{X_e} \) indeed is a spectrum. The KYP-lemma may be useful for this (Jansson and Hjalmarsson, 2004b).

6.2 Partial correlation parametrization

As an alternative to (21), one may use a partial expansion

\[ 
\sum_{k=-(M-1)}^{M-1} \tilde{c}_k B_k
\]

which may not be a spectrum in itself, but constrained such that there exists additional coefficients \( \tilde{c}_k, k = \)
\( M, M + 1, \ldots \) such that the expansion (19) satisfies the non-negativity condition (20). This approach, which we denote as “partial correlation parametrization”, thus enables one to work with infinite dimensional expansions. When using a partial correlation parametrization one must ensure that there exists an extension \( c_M, c_{M+1}, c_{M+2}, \ldots \) of the sequence \( c_0, c_1, \ldots, c_{M-1} \) so that the corresponding basis function expansion (19) defines a spectrum.

In the next section we will show that both the spectrum parametrization (21) and the correlation parametrization (22) can be used to parametrize the inverse covariance matrix \( P^{-1} \) and some signal constraints.

7. PARAMETRIZATIONS OF THE COVARIANCE MATRIX AND SIGNAL CONSTRAINTS

7.1 A parametrization in terms of partial correlations

Since the elements of \( \mathcal{F} \) span a linear subspace, it follows that the set of all covariance matrices can be parametrized in terms of finite dimensional parametrizations of \( \Phi_{Xo} \). Here we will characterize one such parametrization. This parametrization is based on an idea originally presented in (Payne and Goodwin, 1974) with further developments in (Zarrop, 1979) and (Stoica and Söderström, 1982) for input design in open loop. Here we will present the generalization to experiment design in closed loop.

The objective is to obtain a linear and finite parametrization of \( P^{-1} \) and the weighted output energy defined by

\[
\frac{1}{2\pi} \int_{-\pi}^{\pi} |W_y(e^{j\omega})|^2 \Phi_y(\omega) d\omega
\]

(23)

where \( W_y(e^{j\omega}) \) is a stable scalar transfer function. The starting point is the spectrum of the output defined by

\[
\Phi_y(\omega) = [G(\theta_o) H(\theta_o)] \Phi_{Xo} \begin{bmatrix} G^*(\theta_o) \\ H^*(\theta_o) \end{bmatrix}
\]

(24)

Now introduce the spectrum \( \tilde{\Phi}_{Xo} \) defined by

\[
\frac{\tilde{\Phi}_{Xo}}{|W_y|^2} = \begin{bmatrix} G(\theta_o) & 0 \\ 0 & H(\theta_o) \end{bmatrix} \Phi_{Xo} \begin{bmatrix} G^*(\theta_o) \\ H^*(\theta_o) \end{bmatrix}
\]

(25)

Notice that

\[
|W_y|^2 \Phi_y = [1 \ 1] \tilde{\Phi}_{Xo} \begin{bmatrix} 1 \\ 1 \end{bmatrix}
\]

(26)

Now let \( \tilde{\mathcal{F}} = [\mathcal{F}_u / G, \mathcal{F}_e / H] / W_y \) and parametrize \( \tilde{\mathcal{F}} \) on the form

\[
\tilde{\mathcal{F}}(e^{j\omega}) = \frac{1}{|\mathcal{F}_D(e^{j\omega})|^2} \sum_{k=0}^{m} M_{\mathcal{F}}(k) e^{-kj\omega}
\]

(27)

where the scalar transfer function \( \mathcal{F}_D(e^{j\omega}) \) corresponds to the least common denominator to \( \tilde{\mathcal{F}}(e^{j\omega}) \) and where \( M_{\mathcal{F}}(k), k = 1, \ldots, m \) are some real matrices. Then introduce the parametrization

\[
\tilde{\Phi}_{Xo}(\omega) = |\mathcal{F}_D(e^{j\omega})|^2 \sum_{k=-\infty}^{\infty} R_k e^{-kj\omega}
\]

(28)

\( i.e. \) a parametrization of the form (19) with \( \mathcal{B}_k = |\mathcal{F}_D(e^{j\omega})|^2 e^{-kj\omega} \). Now it is straightforward to rewrite \( P^{-1} \) as a linear function in the auto-correlations \( R_k \) as follows

\[
P^{-1} = \frac{1}{2\pi \lambda_0} \int_{-\pi}^{\pi} \tilde{\mathcal{F}}(\theta_o) \tilde{\Phi}_{Xo}(\theta_o) \tilde{\mathcal{F}}^*(\theta_o) d\omega
\]

\[
= \sum_{k=0}^{m} \sum_{l=0}^{m} \frac{1}{2\pi \lambda_0} \int_{-\pi}^{\pi} \mathcal{F}_{\mathcal{F}}(k) \Phi_{Xo} M_{\mathcal{F}}^D(l) \mathcal{F}_{\mathcal{F}}^D(e^{j\omega}) e^{(l-k)j\omega}
\]

\[
= \sum_{k=0}^{m} \sum_{l=0}^{m-k} \mathcal{F}_{\mathcal{F}}(k) R_{l} M_{\mathcal{F}}^T(l + k)
\]

(29)

Remark: Notice that all covariance matrices can be generated by a finite number of the auto-correlations \( R_k \). Hence, it is sufficient to work with a partial correlation parametrization of the spectrum \( \Phi_{Xo} \).

From (28) it follows that

\[
R_k = \frac{1}{2\pi} \int_{-\pi}^{\pi} \frac{\tilde{\Phi}_{Xo}}{|\mathcal{F}_D(e^{j\omega})|^2} e^{kj\omega} d\omega
\]

(30)

which together with

\[
|\mathcal{F}_D(e^{j\omega})|^2 = \sum_{k=-m}^{m} f_k e^{-kj\omega}
\]

(31)

gives

\[
\frac{1}{2\pi} \int_{-\pi}^{\pi} \tilde{\Phi}_{Xo} d\omega = \sum_{k=-m}^{m} f_k R_k
\]

(32)

The output energy (23) is now easily parametrized using (26) and (32) as

\[
\frac{1}{2\pi} \int_{-\pi}^{\pi} |W_y(e^{j\omega})|^2 \Phi_y(\omega) d\omega
\]

\[
= \sum_{k=-m}^{m} f_k [1 \ 1] R_k [1 \ 1]^T
\]

(33)

Notice that (33) is a linear function in \( R_k \).

We have presented a general finite linear parametrization of \( P^{-1} \), see (29), that parametrizes all achievable covariance matrices. Here, we have considered a weighted output variance constraint. However, this type of parametrization can in principle handle all variance constraints that are linear in \( \Phi_{Xo} \).

7.2 A parametrization based on a finite spectrum

So far we have considered parametrizations of \( P^{-1} \) based on partial correlation parametrizations of the spectrum. Here we will introduce a useful and flexible parametrization based on a finite dimensional spectrum parametrization instead. Throughout this section
we will assume that $G$ is stable and minimum phase. The input spectrum will be parametrized as
\[ \Phi_u(\omega) = \sum_{k=-M_u}^{M_u} r_k B_k^e(e^{j\omega}) \]  
for some stable basis functions $B_k^e$ that we assume are such that $B_k^e = (B_k^c)^*$. The cross spectrum is defined by
\[ \Phi_{uc}(\omega) = -\frac{H(\theta_o)\lambda_o}{G(\theta_o)} \sum_{k=0}^{M_u} s_k B_k^e(e^{j\omega}) \]  
where $\{B_k^e(e^{j\omega})\}$ represents a set of stable basis functions. Notice that the parametrization in (36) corresponds to a linear and finite parametrization of $T$. For a sequence $\{s_k\}$, the controller $K$ is given by
\[ K(q) = \frac{\sum_{k=0}^{M_u} s_k B_k^e(e^{j\omega})}{G(\theta_o)(1 - \sum_{k=0}^{M_u} s_k B_k^e(e^{j\omega}))} \]  
Remark: The controller $K$ in (37) provides an internally stable closed loop system. Furthermore, integral action in the controller can be imposed by the constraint $\sum_{k=0}^{M_u} s_k B_k^e(1) = 1$.

When the input spectrum and the cross spectrum are defined by (34) and (36), respectively, the inverse covariance matrix (14) is given by
\[ P^{-1}(\theta_o) = R_o(\theta_o) + \sum_{k=-M_u}^{M_u} r_k B_k^p(k) - \sum_{k=0}^{M_u} s_k (B_k^p(k) + (B_k^p(k))^T) \]  
Notice that (38) is a linear and finite parametrization in $r_k$ and $s_k$. In (38) we have
\[ R_o(\theta_o) = \frac{1}{2\pi} \int_{-\pi}^{\pi} \mathcal{F}_u(e^{j\omega}, \theta_o) \mathcal{F}_v(e^{j\omega}, \theta_o) d\omega \]
\[ B_k^p(k) = \frac{1}{2\pi\lambda_o} \int_{-\pi}^{\pi} \mathcal{F}_u(e^{j\omega}, \theta_o) B_k^u(e^{j\omega}) \mathcal{F}_v(e^{j\omega}, \theta_o) d\omega \]
and
\[ B_k^p(k) = \frac{1}{2\pi} \int_{-\pi}^{\pi} \mathcal{F}_u(e^{j\omega}, \theta_o) \mathcal{F}_v(e^{j\omega}, \theta_o) H(e^{j\omega}, \theta_o) G(e^{j\omega}, \theta_o) B_k^c(e^{j\omega}) d\omega \]
The variance of $y = W_y y$, where $W_y$ is a stable linear filter and $y$ has the spectrum (24), can be expressed by the linear relation
\[ \frac{1}{2\pi} \int_{-\pi}^{\pi} |W_y(e^{j\omega})|^2 \Phi_y(\omega) d\omega = \sum_{k=-M_u}^{M_u} r_k B_k^y(k) - \sum_{k=0}^{M_u} s_k B_k^c(k) + R_v(\theta_o) \]
where
\[ B_k^y(k) = \frac{1}{2\pi} \int_{-\pi}^{\pi} |W_y(e^{j\omega})|^2 G(e^{j\omega}, \theta_o)^2 B_k(e^{j\omega}) d\omega \]
and
\[ R_v(\theta_o) = \frac{1}{2\pi} \int_{-\pi}^{\pi} |W_y(e^{j\omega})|^2 \Phi_u(\omega) d\omega \]
where $\Phi_u = |H(\theta_o)|^2 \lambda_o$.

In (38), we have presented another linear parametrization of $P^{-1}$, based on a finite spectrum parametrization of $\Phi_{uc}$, represented by (34) and (36). Due to the restriction on the spectrum, this parametrization does in general not parametrize all covariance matrices. There is a trade-off between flexibility and complexity in the choice of $M_u$ and $M_u$. However, this class of parametrizations can handle a larger class of constraints. Beside variance constraints as (39) also point-wise constraints, see (18), can be treated, which is not the case for parametrizations based on partial correlations. Furthermore, as illustrated, it possible to e.g. impose certain characteristics of the closed loop and the controller directly in the design stage, see (36) and (37).

### 7.3 Numerical Illustration

Here we will use the parametrizations in Section 7.2 on a very simple example. Consider the autoregressive model
\[ (1 - 1.4q^{-1} + 0.45q^{-2})y(t) = u(t - 1) + e(t) \]
and consider the experiment design problem
\[ \min_{\Phi_{\theta_o}} \det P \quad \text{s.t. } E g^2(t) \leq 2 \]
which is non-convex. To reformulate this problem we will use a spectrum parametrization based on (34) and (36) with $B_k^e = B_k^c = e^{-jk\omega}$. This leads to a linear parametrization of both $P^{-1}$, see (38), and the output variance, see (39). The final step to obtain a tractable optimization problem is to change the objective function to $-\log \det P$ that is convex in $P^{-1}$. This altogether gives the convex optimization problem
\[ \min_{r_0, \ldots, r_n, s_0, \ldots, s_m} -\log \det P \quad \text{s.t. } \sum_{k=-n}^{n} r_k B_k^y(k) - \sum_{k=0}^{m} s_k B_k^c(k) + R_v(\theta_o) \leq \alpha \]
in the new variables $\{r_0, \ldots, r_n, s_0, \ldots, s_m\}$. With $n = 2$ and $m = 1$ we obtain the solution $r_0 = 5.325$, $r_1 = -2.66$, $r_2 = 0.45$, $s_0 = 1.4$ and $s_1 = -0.45$ which gives $\det P = 2 \cdot 10^{-9}$. This solution corresponds to a feedback loop with a minimum variance control law and a white noise reference signal. This is in complete line with a result in (Ng et al., 1977a)
that states that a D-optimal design for AR-systems of the form (40) with constrained output variance can indeed be achieved under exactly these conditions. But this is not the only solution. Another solution can be represented by a controller with integral action. To illustrate this we use the possibility to impose integral action in the controller directly in the design stage. This can be achieved by the constraint
\[ \sum_{k=0}^{m} s_k B_k^2(1) = 1. \] (43)

The optimization problem (41) together with the structural constraint (43) now yields the solution \( r_0 = 5.325, r_1 = -2.16, r_2 = 0, s_0 = 1.9 \) and \( s_1 = -0.9 \), which corresponds to an experiment design with \( K = (1.9 - 1.85q^{-1} + 0.45q^{-2})/(1 - q^{-1}) \) and the optimal reference is integrated white noise. Furthermore the value of the objective function in the optimum is \( \det P = 2 \times 10^{-9} \), i.e. the same as for the solution with the minimum variance controller.

8. SUMMARY

We have extended results on optimal input design in open loop recently presented in (Jansson and Hjalmarsson, 2004b; Jansson and Hjalmarsson, 2004a) to the closed loop setting. When the controller is fix, it has been shown that it is straightforward to modify existing open loop design techniques to handle design of the reference spectrum.

For the case where the feedback mechanism is manipulable, i.e. both the input spectrum \( \Phi_in \) and the cross spectrum \( \Phi_{cx} \) are used as design variables, some modifications of the parametrizations of the inverse covariance matrix and signal constraints have to be performed. Here we have shown how to parametrize these quantities to fit into the previously derived framework.
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