DIRECT IDENTIFICATION OF CONTINUOUS-TIME ERRORS-IN-VARIABLES MODELS
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Abstract: A novel direct approach for identifying continuous-time linear dynamic errors-in-variables models is presented in this paper. The effects of the noise on the state-variable filter outputs are analyzed. Subsequently, a search-free algorithm to obtain consistent continuous-time parameter estimates in the errors-in-variables framework is derived. The performances of the proposed algorithm are illustrated with some numerical simulation examples.
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1. INTRODUCTION

Consider a single-input, single-output, linear, time-invariant, continuous-time system having noise-free input \( u_0(t) \) and output \( y_0(t) \) linked by:

\[
\sum_{j=0}^{n} a_j y_0^{(j)}(t) = \sum_{j=0}^{m} b_j u_0^{(j)}(t)
\]

where \( x^{(j)}(t) := \frac{dx(t)}{dt}^j \). The system is assumed to be proper, i.e. \( m \leq n \). Without any loss of generality we assume \( a_0 = 1 \). It is assumed that the input and output signals are sampled at time-instants \( \{t_k\}_{k=1}^{N} \), not necessarily uniformly spaced. The sampled signals are denoted by \( \{u_0(t_k); y_0(t_k)\} \).

It is further assumed that the measurements are noise corrupted. The observed sampled data \( \{u(t_k)\}_{k=1}^{N} \) and \( \{y(t_k)\}_{k=1}^{N} \) are given by

\[
u(t_k) = u_0(t_k) + \tilde{u}(t_k), \quad y(t_k) = y_0(t_k) + \tilde{y}(t_k),
\]

where \( \{\tilde{u}(t_k)\}_{k=1}^{N} \) and \( \{\tilde{y}(t_k)\}_{k=1}^{N} \) are zero mean white noise sequences with variances \( \sigma_u \) and \( \sigma_y \), respectively. In this paper we are concerned with the problem of identifying the continuous-time parameters \( \{a_j\}_{j=1}^{n} \) and \( \{b_j\}_{j=0}^{m} \) from the noise corrupted observations of the input-output sampled data \( \{u(t_k)\}_{k=1}^{N} \) and \( \{y(t_k)\}_{k=1}^{N} \).

The model under consideration is often referred to as the continuous-time errors-in-variables (EIV) model. Many methods have been proposed to solve the related problem in discrete-time. The popular approaches can be classified in a few broad categories (Söderström et al., 2002); namely, the bias compensating least squares methods (Beghelli et al., 1990; Zheng, 1998), prediction error and maximum likelihood methods (Söderström, 1981), instrumental variable based approaches (Stoica et al., 1995; Söderström and Mahata, 2002) and frequency-domain methods based on non-parametric noise modeling (Schoukens et al., 1997). Unless we impose certain
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assumptions on the signal and noise models, it is well-known that the general EIV model is not uniquely identifiable from second order statistics (Anderson and Deistler, 1984). This motivates the approaches based on higher order statistics (Tugnait and Ye, 1995).

To our best knowledge, the case of continuous-time EIV model identification has not received appropriate attention so far. A first attempt to solve the EIV filtering problem for continuous-time models has been recently proposed in (Markovski et al., 2002). An alternative approach for transfer function model is derived in this paper. The traditional state-variable filter (SVF) method is used to handle the time-derivative measurement problem (see for example (Garnier and Young, 2004) and the references therein). In this work, we first analyze the effect of additive noise on the SVF outputs. As a next step we use this novel characterization to develop a consistent estimator for the continuous-time EIV identification problem introduced above.

2. CONTINUOUS-TIME MODEL IDENTIFICATION

In this section we present a brief review of direct least squares-based identification of continuous-time models (Garnier et al., 2003; Garnier and Young, 2004). It is well-known that in presence of additive noise in either or both of the input and output measurements, the conventional least squares method gives biased estimates. If the input data are noise-free, one can however obtain consistent estimates by using an instrumental variable estimator even if the output measurements are noise corrupted. Unfortunately, in presence of additive noise in the input measurements the instrumental variable based methods fail to achieve parameter consistency. Since the algorithm proposed in this paper is based on least squares normal equations, it is more appropriate to introduce the least squares estimation method.

A crucial step in direct continuous-time model identification is the appropriate reconstruction of the time-derivatives from the sampled data. It is well-known that the computation of derivatives from sampled data is an ill posed problem. The traditional SVF approach mitigates this problem by passing both input/output signals through an all-pole filter of minimum order \(n\). To explain the idea, consider that both the noise-free input and output data are prefiltered as follows:

\[
\sum_{i=0}^{n} f_{i} y_{f}^{(i)}(t) = y_{0}(t), \quad \sum_{i=0}^{n} f_{i} u_{f}^{(i)}(t) = u_{0}(t). \quad (2)
\]

Without any loss of generality we shall assume \(f_{0} = 1\). Then it is readily verified that the filtered signals \(y_{f}(t)\) and \(u_{f}(t)\) satisfy the differential equation

\[
\sum_{i=0}^{n} a_{i} y_{f}^{(i)}(t) = \sum_{i=0}^{m} b_{i} u_{f}^{(i)}(t).
\]

The equation above can be written alternatively as

\[
y_{0}(t) a = u_{0}(t) b, \quad (3)
\]

where we have introduced regressors

\[
y_{0}'(t) = [y_{0}^{(m)}(t) \cdots y_{0}^{(0)}(t)], \quad u_{0}'(t) = [u_{0}^{(m)}(t) \cdots u_{0}^{(0)}(t)],
\]

and parameter vectors

\[
a' = [a_{n} \cdots a_{0}], \quad b' = [b_{m} \cdots b_{0}].
\]

Let us denote the Laplace transform of \(y_{0}(t)\), \(y_{0}(t)\) etc as

\[
y_{0}(s) = L\{y_{0}(t)\}, \quad \tilde{y}_{0}(s) = L\{\tilde{y}_{0}(t)\},
\]

etc. Also denote the denominator of the all pole prefilter \[\text{in (2)}\] transfer function as

\[
F(s) = \sum_{i=0}^{n} f_{i} s^{i}.
\]

Then we can verify from (2) and (4) that (neglecting the effect of the initial conditions)

\[
\tilde{y}_{0}(s) = F_{n}(s) \tilde{y}_{0}(s), \quad \tilde{u}_{0}(s) = F_{m}(s) \tilde{u}_{0}(s), \quad (5)
\]

where

\[
F_{i}(s) = \frac{1}{F(s)} \left[ s^{i} \cdots s^{1} \right]^{t}, \quad i \leq n.
\]

Note that the transfer functions \(F_{i}(s)\) in the above equation are causally implementable. As we shall describe later in more detail, there exists reliable numerical methods to implement the vector valued filter \(F_{i}(s)\) from sampled data assuming suitable inter-sample behaviour. We also point out that it is often preferred to choose the coefficients \(\{f_{i}\}_{i=0}^{n}\) such that \(F(s)\) has \(n\) multiple zeros. The bandwidth of \(F(s)\) is chosen to match the bandwidth of interest.

Assume that it is possible the compute \(\{y_{0}(t_{k})\}_{k=1}^{N}\) and \(\{u_{0}(t_{k})\}_{k=1}^{N}\) by using a suitable numerical technique. Then we can form the matrices

\[
Y_{0N} = \sum_{k=1}^{N} y_{0}(t_{k}) y_{0}'(t_{k}), \quad V_{0N} = \sum_{k=1}^{N} u_{0}(t_{k}) u_{0}'(t_{k}), \quad U_{0N} = \sum_{k=1}^{N} u_{0}(t_{k}) u_{0}'(t_{k}).
\]

Then from (3) we have

\[
\begin{bmatrix}
Y_{0N} & V_{0N} \\
V_{0N}' & U_{0N}
\end{bmatrix}
\begin{bmatrix}
a \\
b
\end{bmatrix}
= \begin{bmatrix} 0_{(m+n+2) \times 1} \end{bmatrix}
\]

Therefore, estimates of \(a\) and \(b\) are obtained by solving (6). We point out that due to numerical
errors introduced in the digital simulation of the continuous-time state-variable filtering, (6) does not hold exactly. Therefore, it is required to solve (6) in a least squares or total least squares sense.

3. IMPLEMENTATION OF SVF

A crucial step in direct continuous-time model identification lies in the implementation of the SVF. This step involves accurate computation of the regressor vectors \( y_o(t_k) \) and \( u_o(t_k) \) at the sampling instants \( \{t_k\}_{k=1}^{N} \) from the sampled data \( \{u_0(t_k)\}_{k=1}^{N} \) and \( \{y_0(t_k)\}_{k=1}^{N} \). The numerical technique used here is the standard discretization of the underlying continuous-time state space model of the filter \( F_n(s) \). Note that the discrete-time representation of the continuous-time filter \( \{F\} \) is straightforward in both cases (ZOH and FOH): implementation using the sampled data in the following state space form (Sinha and Rao, 1991):

\[
x(t_{k+1}) = e^{Ah_k}x(t_k) + [e^{Ah_k} - I]A^{-1}w(t_k).
\]

Under FOH assumption, one can show that the state vector \( x(t_k) \) satisfies (Sinha and Rao, 1991)

\[
x(t_{k+1}) = e^{Ah_k}x(t_k) + \beta_{0k}w(t_k) + \beta_{1k}w(t_{k+1}),
\]

where \( \beta_{0k} \) and \( \beta_{1k} \) are defined as

\[
\beta_{0k} = \{e^{Ah_k} - I\}A^{-2}e,
\]

\[
\beta_{1k} = \{(1/h_k)(e^{Ah_k} - I)A^{-2} - A^{-1}\}e.
\]

Once \( x(t_k) \) is computed, the computation of \( v(t_k) \) is straightforward in both cases (ZOH and FOH):

\[
v(t_k) = f'x(t_k) + w(t_k).
\]

Therefore, the state space implementation of the SVF output takes the following form:

\[
x_s(t_{k+1}) = \Psi_kx_s(t_k) + \xi_kw_s(t_k),
\]

\[
v(t_k) = \gamma'x_s(t_k) + \delta w_s(t_k),
\]

where for ZOH assumption we have

\[
x_s(t_k) = x(t_k), \quad w_s(t_k) = w(t_k),
\]

and

\[
\Psi_k = e^{Ah_k}, \quad \gamma = f', \quad \delta = 1.
\]

For the FOH assumption we have an augmented state vector and time delayed input signal:

\[
x_s(t_k) = [x'(t_k) \ w(t_k)]', \quad w_s(t_k) = w(t_{k+1}),
\]

while the matrices in the state space form are given by

\[
\Psi_k = \begin{bmatrix} e^{Ah_k} & \beta_{0k} \\ 0 & 0 \end{bmatrix}, \quad \xi_k = \begin{bmatrix} \beta_{1k} \\ 1 \end{bmatrix}, \quad \gamma = \begin{bmatrix} f' \ 1 \end{bmatrix}, \quad \delta = 0.
\]
4. NOISE EFFECTS ON SVF

One of the main steps involved in the development of an identification approach for continuous-time dynamic EIV models is to analyze the statistical behaviour of the SVF output. Note that in presence of additive measurement noise in the observed data, the SVF output will also be noise contaminated. In this section we give a second-order statistical analysis of the SVF output vector when a zero-mean white noise of unit variance contaminates the SVF output. In that goal, consider that the SVF input \( w(t_k) \) at sampling instant \( t_k \) has two parts:

\[
w(t_k) = w_0(t_k) + \tilde{w}(t_k),
\]

where \( w_0(t_k) \) is deterministic, and \( \tilde{w}(t_k) \) is the noise contribution. Furthermore, assume that \( \{\tilde{w}(t_k)\}_{k=1}^{N} \) constitutes a zero-mean white noise sequence of unit variance. Using a similar notation as above we shall denote the noise-free part of the SVF output \( \tilde{w}(t_k) \) by \( w_0(t_k) \), while the noise contribution in \( w(t_k) \) will be denoted by \( \tilde{w}(t_k) \). Our main objective here is to study the asymptotic \( (N \to \infty) \) second-order statistical properties of the matrix

\[
W_N = \frac{1}{N} \sum_{k=1}^{N} w(t_k)w'(t_k).
\]

We emphasize that the estimation algorithms to be developed later employ matrices having similar form as \( W_N \). This is the reason why we analyze the asymptotic behaviour of \( W_N \). Now from (7), (10) and (12) we see that \( w(t_k) \) is a linear function of \( x_s(t_k) \), and the associated mapping is time-invariant. Therefore, we shall characterize the asymptotic properties of

\[
X_N = \frac{1}{N} \sum_{k=1}^{N} x_s(t_k)x_s'(t_k).
\]

The following result plays a key role in the development of the algorithms for continuous-time EIV models.

**Proposition 1.** Let the sampling intervals \( h_k \) have a positive lower bound such that \( h_k \geq h > 0 \). Assume also that the sequence \( \tilde{w}(t_k) \) has bounded fourth-order moments, and the signal \( v_0(t) \) is bounded for all \( t \). Then

\[
\lim_{N \to \infty} X_N - \mathcal{E} X_N = 0.
\]

with probability one, where \( \mathcal{E} \) denotes the mathematical expectation operator.

**Proof:** Due to space limitations the proof of the proposition will be omitted here. However, we shall give an outline. At the first step it is shown that there exists a sequence of positive numbers \( r_k \) such that \( r_k \to 0 \) as \( k \to \infty \) and the elements of the matrix \( [\mathcal{E} w(t_k)w'(t_l)] \) are bounded above by \( r_{k-l} \) for \( k \geq l \). At this point we use the fact that the eigenvalues of the matrix \( \Psi_k \) are strictly inside the unit disc.\(^3\) It is also required to use the assumption \( h_k \geq h > 0 \). Subsequently, standard ergodicity results (Ljung, 1999) for stationary stochastic processes can be extended in this case to derive the final result.

Note that for uniform sampling the discrete-time system in (13) is stable and time-invariant, and in that case the above proposition is well-known, see (Ljung, 1999), for example.

Next, we shall examine the quantity \( \mathcal{E} X_N \). Denote the noise-free part of \( x_s(t_k) \) by \( x_{s0}(t_k) \), and the noise contribution by \( \tilde{x}_s(t_k) \). Then it is readily verified that

\[
\mathcal{E} X_N = X_{0N} + \tilde{X}_N,
\]

where

\[
x_{0N} = \frac{1}{N} \sum_{k=1}^{N} x_{s0}(t_k)x_{s0}'(t_k),
\]

\[
\tilde{X}_N = \frac{1}{N} \sum_{k=1}^{N} \mathcal{E} \{\tilde{x}_s(t_k)\tilde{x}_s'(t_k)\}.
\]

Next we examine \( \tilde{X}_N \). For that purpose let us introduce a few more notations. Define the doubly indexed sequence

\[
\Phi(k, l) = \begin{cases} 
1 & l = k + 1 \\
\Phi(k, l+1)\Psi_l & l \leq k \leq 2
\end{cases}
\]

Also note that

\[
\Phi(k, l) = \Psi_l \Phi(k-1, l).
\]

Then using (13) recursively we can derive that

\[
x_s(t_k) = \sum_{l=1}^{k-1} \Phi(k-1, l+1)\xi_l w_s(t_l).
\]

Therefore, using the whiteness assumption on the measurement noise sequence \( \{\tilde{w}(t_k)\}_{k=1}^{N} \), it can be verified after a few steps of straightforward calculations that

\[
\mathcal{E}_k = \sum_{l=1}^{N-1} \Phi(k-1, l+1)\xi_l \xi'_l \Phi'(k-1, l+1).
\]

In the estimation algorithms to be described later it is required to compute \( \tilde{X}_N \). The computation might appear to be computationally demanding. However, \( \tilde{X}_N \) can be computed efficiently by a recursion. Using (16) and (17) in the last equation we can check that \( \mathcal{E}_k \) is given recursively as the solution to the Lyapunov equation (for a time varying system)

\[
\mathcal{E}_{k+1} = \begin{cases} 
\Psi_k \mathcal{E}_k \Psi'_k + \xi_k \xi'_k, & k > 1 \\
\xi_k \xi'_k, & k = 1.
\end{cases}
\]

\(^3\) This follows from (8), (11) and (13) because \( F(s) \) has all its roots in the left half plane.
Now from (15) we see that $\tilde{X}_k$ satisfies the recursion
\begin{equation}
\tilde{X}_{k+1} = \frac{k}{k+1} \tilde{X}_k + \frac{1}{k+1} E_{k+1}.
\end{equation}
We note by passing that for uniform sampling, the linear system (13) is time-invariant. Then for large $N$, the matrix $E_N$ converges to the solution to the associated steady state Lyapunov equation. It is also easy to verify that
\[
\lim_{N \to \infty} \tilde{X}_N - E_N = 0
\]
for the time-invariant case. Therefore, $\tilde{X}_N$ also satisfies the same Lyapunov equation.

We conclude this section by evaluating $W_N$ from $X_N$. From (14) and (15) we see that for sufficiently large $N$, we can approximate $W_N$ as
\[
W_N = W_{0N} + \tilde{W}_N,
\]
where
\begin{equation}
W_{0N} = \frac{1}{N} \sum_{k=1}^{N} w_0(t_k)w_0(t_k),
\end{equation}
\begin{equation}
\tilde{W}_N = \left[ \gamma^2 \tilde{X}_N \gamma + \delta^2 \tilde{X}_N(1:n, :) \right]
\end{equation}
\begin{equation}
\times \left[ \tilde{X}_N(:, 1:n) \tilde{X}_N(1:n, 1:n) \right].
\end{equation}
Note that in the last equality we have used (7), the state space descriptions in (9)-(13), and common Matlab notation. We emphasize that (18) holds for both ZOH and FOH assumptions.

5. ERRORS-IN-VARIABLES PROBLEM

When we deal with an EIV problem using a direct approach, we have noise corrupted regressors. Assume that we pass the input-output observations $u(t)$ and $y(t)$ through the filters $F_m(s)$ and $F_n(s)$, respectively as in (5) and denote the corresponding filter outputs as $u(t_k)$ and $y(t_k)$. Using these regressors we form the matrices
\[
Y_N = \frac{1}{N} \sum_{k=1}^{N} y(t_k)y(t_k), \quad U_N = \frac{1}{N} \sum_{k=1}^{N} u(t_k)u(t_k).
\]
Then from the discussion in the previous section we have
\[
Y_N = Y_{0N} + \sigma_y \bar{Y}_N, \quad U_N = U_{0N} + \sigma_u \bar{U}_N,
\]
where
\[
Y_{0N} = \frac{1}{N} \sum_{k=1}^{N} y_0(t_k)y_0(t_k), \quad U_{0N} = \frac{1}{N} \sum_{k=1}^{N} u_0(t_k)u_0(t_k).
\]
are the contribution from the noise-free part of the observed data, while $\bar{Y}_N$ and $\bar{U}_N$ are the asymptotic contribution from the measurement noise. Note that the noise sequences are not necessarily unit-variance. Hence we have the scaling $\sigma_y$ and $\sigma_u$. The matrices $\bar{U}_N$ and $\bar{Y}_N$ can be computed using the algorithm described in the previous section. We also form the matrix
\[
V_N = \frac{1}{N} \sum_{k=1}^{N} y_0(t_k)u_0(t_k),
\]
for which a similar result as proposition 1 can be proved where we can show for large $N$ that
\[
V_N \to \frac{1}{N} \sum_{k=1}^{N} y_0(t_k)u_0(t_k)
\]
with probability one. Therefore a calculation similar to that of (6) gives
\[
\begin{bmatrix}
Y_N & V_N \\
\bar{V}_N & \bar{U}_N
\end{bmatrix} \begin{bmatrix} a \\ b \end{bmatrix} = \begin{bmatrix} \sigma_y \bar{Y}_N \sigma_y \\ \sigma_u \bar{U}_N \sigma_u \end{bmatrix}.
\]
(23)
In the last equation we have $n + m + 3$ unknowns to solve from $n + m + 2$ equations. Therefore, we need to find additional equations in order to solve the unknowns uniquely. The approach we adopt here to circumvent this problem is to use two different prefilters. This means that we obtain two sets of regressors $\{y(i)(t_k), u(i)(t_k)\}_{i=1}^{2}$ using two different prefilter pairs $(F_m(s), F_m(s))_{i=1}^{2}$. Consequently we get two systems of equations like (23):
\[
\begin{bmatrix}
Y_N^{(i)} & V_N^{(i)} \\
\bar{V}_N^{(i)} & \bar{U}_N^{(i)}
\end{bmatrix} \begin{bmatrix} a \\ b \end{bmatrix} = \begin{bmatrix} \sigma_y \bar{Y}_N^{(i)} \sigma_y \\ \sigma_u \bar{U}_N^{(i)} \sigma_u \end{bmatrix}, \quad i = 1, 2;
\]
(24)
where $Y_N^{(i)}$ etc. denote the matrices obtained from $y(i)(t_k)$ etc. It is now straightforward to eliminate $\sigma_y$ and $\sigma_u$ from the above systems of equations. We have
\[
\begin{bmatrix}
Z_{11} & Z_{12} \\
Z_{21} & Z_{22}
\end{bmatrix} \begin{bmatrix} a \\ b \end{bmatrix} = 0
\]
(25)
where
\[
Z_{11} = \bar{Y}_N^{(1)1}(1) - \bar{Y}_N^{(2)1}(1), \quad Z_{12} = \bar{Y}_N^{(1)1}(1) - \bar{Y}_N^{(2)1}(1),
\]
\[
Z_{21} = \bar{U}_N^{(1)1}(1) - \bar{U}_N^{(2)1}(1), \quad Z_{22} = \bar{U}_N^{(1)1}(1) - \bar{U}_N^{(2)1}(1).
\]
Therefore a least squares or total least squares solution of (25) leads to the estimates of $a$ and $b$.

6. ILLUSTRATIVE EXAMPLE

In the simulations we consider the system (Chou et al., 1999)
\[
y_0^{(2)}(t) + 2y_0^{(1)}(t) + y_0(t) = u_0^{(1)}(t) - u_0(t).
\]
The input $u_0(t)$ is chosen as a white binary ±1 signal obtained as $\text{sign}(\text{randn}(N, 1))$. Note that in the case of the chosen piece-wise constant excitation signal, the system response can be
calculated exactly at the sampling instances via appropriate ZOH discretization of the continuous-time system. The variance \( \sigma_y \) of the additive noise at the output is 0.0886. The input noise variance \( \sigma_u \) is 0.3164. With this choice the signal-to-noise ratio (SNR) at both input and output is 5 dB. The signals are sampled uniformly with a sampling interval 0.01 sec. The number of samples is \( N = 1785 \), i.e., the observation time is 17.85 sec. The denominators of the two prefilters for reconstructing the derivatives are chosen as

\[
F^{(1)}(s) = s^2 + 2s + 1, \quad F^{(2)}(s) = s^2 + 2s + 5.
\]

In the identification process, we used ZOH assumption for the input signal and FOH assumption for the output signal. The estimation results are shown in Table 1. They are based on 100 independent Monte Carlo simulations. In the table we have shown the mean values of the estimates obtained from 100 runs along with the mean square error (MSE). Results for 10 dB input-output SNR are shown in Table 2.

### Table 1. Simulation results for SNR = 5 dB.

<table>
<thead>
<tr>
<th>( a_1 )</th>
<th>( a_2 )</th>
<th>( b_1 )</th>
<th>( b_0 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>True value</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Mean</td>
<td>2.01</td>
<td>0.97</td>
<td>0.96</td>
</tr>
<tr>
<td>MSE</td>
<td>0.028</td>
<td>0.019</td>
<td>0.113</td>
</tr>
</tbody>
</table>

### Table 2. Simulation results for SNR = 10 dB.

<table>
<thead>
<tr>
<th>( a_1 )</th>
<th>( a_2 )</th>
<th>( b_1 )</th>
<th>( b_0 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>True value</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Mean</td>
<td>1.99</td>
<td>0.99</td>
<td>0.98</td>
</tr>
<tr>
<td>MSE</td>
<td>0.004</td>
<td>0.004</td>
<td>0.025</td>
</tr>
</tbody>
</table>

7. CONCLUSIONS

In this paper we have addressed the problem of identifying continuous-time dynamic EIV models using a direct identification approach. In that goal, we have presented a new framework for analyzing the noise effect on the state-variable filtering. The results therefrom are used to develop an algorithm for identifying continuous-time dynamic EIV models. The new algorithm employs two state-variable filters. It does not require any numerical search and is computationally efficient. The proposed method can be applied to non-uniformly sampled data and extended for identifying discrete-time EIV models.
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