CELLULAR AUTOMATA BASED PATH-PLANNING ALGORITHM FOR AUTONOMOUS MOBILE ROBOTS
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Abstract: This paper presents the application of Cellular Automata (CA) model in solving the problem of path planning. It is shown that a CA allows the efficient computation of a path from an initial to a goal configuration on a physical space cluttered with obstacles. The cellular space represents a discrete version of the workspace. The method was experimentally tested on an autonomous mobile robot on real-time software player/stage, in all cases very good paths were obtained with negligible computer effort. These simulation results indicate that the Cellular Automata approach is a very promising method for real time path planning. Copyright © 2005 IFAC.

Keywords: Cellular Automata, path planning.

1. INTRODUCTION

Path planning is essential problem need to be solved in autonomous mobile robot. Automatic motion planning has application in many areas such as robotics, virtual reality systems, and computer-aided design. Although many different motion planning methods have been proposed, most are not used in practice since they are computationally infeasible except for some restricted cases like the case of mobile robots Many researchers have proposed different solutions during the last 20 years. Since (1979, Lozano-Pérez et.al ) first proposed a path-planning algorithm among polyhedral obstacles based on the visibility graph, then extended to the Configuration Space approach (T. Lozano-Pérez et.al 1983). These types of approach require a geometrical description of the environment. The reconstruction of geometrical primitives from sensorial data is usually difficult and time-consuming when in the real life the environment is changing.

Therefore the updating phase of the world model becomes a relevant part of the navigation algorithm. The path-planners working on these models generate very precise optimal trajectories and can solve really difficult problems, especially in cluttered worlds, also taking into account non-holonomic constraints, but they are very time consuming, too. In the literature diverse algorithms have been proposed to tackle this problem: Some of them, such as the randomized potential field methods (H. Chang et.al 1995) represent the robot as a particle moving under the influence of an artificial potential field produced by the sum of a repulsive potential, generated by the obstacles, and an attractive potential, generated by the goal configuration. The path is obtained by a descent along the negative gradient of the total potential. Other researcher’s work is based on
This paper describes a very fast, safe and complete routing method for a cluttered environment based on the very simple rules of cellular automata. The task is to build a robot navigation system that works in real-time, while interacting with the environment and reacting as fast as possible to its dynamical events.

The organization of the paper is as follows: In the next two sections introductions to the configuration space formalism and Cellular Automata are presented. In the fourth section the proposed path planning algorithm is described. In the fifth section some experimental results are discussed, with the concluded remarks and the future work.

2. CONFIGURATION SPACE

Path Planning problem can generally be considered as a search in a configuration space: Let \( A \) be a single rigid object, moving in a Euclidean space \( W = \mathbb{R}^N \), \( N = 2 \) or 3 , \( B_1, ..., B_n \) be fixed rigid bodies distributed in \( W \). The \( B_i \)'s are called as obstacles in workspace \( W \), and the obstacles \( B_1, ..., B_n \) are the closed subsets of \( W \), a configuration of \( A \) is a specification of the position of every point in \( A \) with respect to \( F_W \), where \( F_W \) is a Cartesian coordinate system. The configuration space of \( A \) is the space denoted by \( C \), with all possible configurations of \( A \). The subset of \( W \) occupied by \( A \) at configuration \( q \) is denoted by \( A(q) \). A path from an initial configuration \( q_{init} \) to a goal configuration \( q_{goal} \) is a continuous map \( \tau : [0,1] \rightarrow C \) with \( \tau(0) = q_{init} \) and \( \tau(1) = q_{goal} \). The workspace contains a finite number of obstacles denoted by \( B_i \) with \( i = 1...N \).

Each obstacle \( B_i \) maps in \( C \) to a region \( C(B_i) = \{ q \in C | A(q) \cap B_i \neq 0 \} \) which is called \( C_{obstacle} \). The Union of all \( C_{obstacle} \) is the \( C_{obstacle.region} = \bigcup_{i=1}^{n} C(B_i) \) and the set \( C_{free} = C - \bigcup_{i=1}^{n} C(B_i) \). A free collision path between two configurations is any continuous path \( \tau : [0,1] \rightarrow C_{free} \). The configuration space is a powerful conceptual tool because it seems to be the natural space where the path-planning problem lies. This is mainly because any transformation of a rigid or articulated body becomes a point in the configuration space.

3. CELLULAR AUTOMATA

The proposed path planning method, consists on the successive application of two simple local Cellular Automata (CA) transition rules (H. Gutowitz, et.al 1990). CA is a decentralized extended system consisting of a large number of identical entities with local connectivity arranged on a regular array. It consists of the following components: (1) A cellular space: a regular lattice of cells each with identical finite state machines and the same local pattern of connectivity along with definite boundary conditions. Here a square 2 D bitmap lattice. (2) A set of states \( \Sigma \) with cardinality state \( k = 2^\eta \) over which the finite-state machines takes values. Each cell of the lattice is denoted by an index \( i \) and its state at time \( t \) is represented by \( S'_i \). The neighborhood \( \eta'_i \), transition rule \( S'_{i+1} = \phi( \eta'_i ) \) which establishes the way in which each cell of the automata is to be updated. The transition rule is applied synchronously to each cell in the CA, defining an intrinsic parallel dynamic.

\[
S'_{i+1} = \begin{cases} 
1 & \text{if} \ S'_i = 0 \land \exists x \in \eta'_i \big| S'_x = 1 \\
S'_i \text{ otherwise}
\end{cases}
\]  

with \( S'_i \) as the state of the automata \( i \) at time \( t \) and \( \eta'_i \) Moore neighborhood of cell \( i \). The objective of this initial dynamics is the growth of each obstacle a number of cells to account for the physical size of the path point. The number of iterations will depend on the size of the path gap (safest path’s conditions) this number is up to four. The schematic diagram in figure 1 shows this process.

![Fig. 1. Cellular Automata Process. (a) The abstract of environment showing free space and bounded space shows obstacle region, (b) After applying](image-url)
the transition rules on the environment the obstacles grow.

In the third phase, the final configuration resulting from phase 2 is used as initial state for a second CA dynamics that computes the shortest distance between the initial and goal positions. In this second cellular automata the possible states for the cells are the following: (0) free, (1) obstacle, (2) initial position, (3) goal position, (4) distance \( l \) to the goal... (3+i) distance \( l \) to the goal. The transition rule applied to evolve this cellular automata is:

\[
S_i^{t+1} = \begin{cases} 
S_i^t + 1 & \text{if } \exists x \in \eta_i | S_i^x \geq 3 \\
S_i^t & \text{otherwise}
\end{cases}
\] (2)

This process that resembles a flood from the goal to the initial position is shown in figure 2. The flood dynamics is stopped either when the cell with the initial position is reached or when all cells in the cellular space are different from 0 in which case no path is possible. In the former case a path is calculated by going backwards from the goal to the start in a descending manner. Due the existence of saddle points in the navigation function, the shortest path between an initial and goal position is not well defined.

Some times a cell has more than one neighbor with the same shortest distance to the goal. To follow always the steepest descend of the function may not work because there could be cases where the gradient may have the same value in several directions. In order to select a reasonable good path two heuristics are applied among the neighbors of a cell: (1) The cells that fulfill the condition of being in direction of the steepest descend and allows the conservation of the direction of movement for the route are selected in the path with the highest priority or (2) the next priority is for those cells in direction North, South, West and East and have the smallest angle to the moving direction of the robot are selected. In general it is found experimentally that these two heuristics efficiently produces reasonable good paths with few minimal changes of the direction of movement (commands for the route). The knowledge of the sequence of cells that constitute a path together with the initial direction of movement of the route allows in a straightforward manner the production of a list of commands which guides the route along the path to its goal.

4. THE ALGORITHM

The workspace space is an Euclidean space in 2D, and it is decomposed in a finite collection of convex polygons, squares in this case, called cells such that their interiors do not intercept. These constitute the cellular space of the CA. The configuration space is hence represented by a set of these discrete square cells, with the obstacles occupying a certain number of cells. Assuming a grid of given size, the discrete configuration space can be defined by:

\[
C = \{ (x, y) | x \in \{0, \ldots, x_{\text{max}}\}, y \in \{0, \ldots, y_{\text{max}}\} \} 
\] (3)

Every configuration \( q_i \) corresponds to a point \((x, y)\), each obstacle is a set :

\[
B_j = \bigcup_{j=1}^q \{ (x_j, y_j) \}
\] (4)

If each of the \( n \) obstacles of size \( r \), is decomposed into a set of \( rB_i \) of size one each, then

\[
C_{\text{obstacle}} = \bigcup_{j=1}^{nxr} \{ (x_j, y_j) \}
\] (5)

The free space is defined by \( C_{\text{free}} = C-C_{\text{obstacle}} \).

The computational cost for cellular automata, with a simple transition rule, is proportional to the number of updates executed on the cells. Hence for a two dimensional automata with a cellular space of \( (x_{\text{max}} \times y_{\text{max}} \times i) \) where \( i \) is the number of update iterations. In the application of the transition rule each cell executes two operations: reading and writing, of the state of the cell itself and of those cells in its neighborhood. In consequence, in a complete evolution, the number accessed cell is:

\[
(x_{\text{max}} \times y_{\text{max}} \times i) \times (2+|\eta|)
\] (6)

where \(|\eta|\) is the size of neighborhood. The first CA dynamics in the proposed algorithm produces a growth of the congestions (obstacles) in \( \omega \) cells, therefore each cell will be visited:

\[
(x_{\text{max}} \times y_{\text{max}} \times i) \times (2+|\eta|) \times \omega
\] (7)

times. The upper bound for the order of this CA process is:

\[
O \ (x_{\text{max}} \times y_{\text{max}})
\]
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The second CA dynamics computes the distance and the basic number of cell accessed is:
\((x_{\text{max}} \times y_{\text{max}} \times i) \times (2 + |n|) \times l\), where \(l\) is the Shortest distance from initial to goal position. The worst case occurs when the path contains nearly half of the cells, so the number of cell accesses is given by \((x_{\text{max}} \times y_{\text{max}} \times i) \times (2 + |n|) \times l \times \frac{x_{\text{max}} \times y_{\text{max}}}{2}\). The order of this process is \(O(x^2_{\text{max}} \times y^2_{\text{max}})\). In the best case the initial and goal positions are neighbors, with a number of accesses equal to \((x_{\text{max}} \times y_{\text{max}}) \times (2 + |n|)\). The final phase of the algorithm deals with the calculation of the optimal route path; each neighbor of a cell on the path has to be visited in order to select the best heuristic path. Then \((2+|n|) \times l\) visits have to be performed and depending on one of the following cases: worst case \((2+|n|) \times l \times (x_{\text{max}} \times y_{\text{max}})\), and best case \((2+|n|)\).

Finally when the algorithm determines the path, commands for each cell of the path has to be examined along the entire path length, therefore the upper bound is of order \(O(l)\).

5. SIMULATION AND RESULTS

After running the program, the occupied space obstacles might expand and collide with each other; the collision lines produced by the expansion of obstacles could be joined to make a path. This path is so far the safest path as far as the present scenario is concerned. Afterward, the collision lines are connected to each other as shown in figure 3.

Fig. 3. The final environmental extraction with CA, and many paths has been created which are maintaining the safe distance from the obstacles.

Once the lines generated are joined, this will create many paths within the same map, the selection of path starts when the ‘start’ and ‘goal’ destination are added to the environment as shown in figure 4. These points will determine the real safest and shortest path selection for the robot. Based upon the start and goal points finally a real path is obtained as in figure 4.

Fig. 4. The shortest path has been selected from the predefined start and goal position, resulting in the distance \(l\).

The algorithm was tested using real-time software player/stage see (R. Vaughan et.al 2004) on autonomous robot. The results were first tested on the real-time simulation environment, where the map was created with arbitrary obstacles, computer generates a very fine path for the robot and robot traveled very safely as in figure 5,6.
6. CONCLUSIONS

A cellular automata approach for solving the path planning problem yields very efficient experimental performance in real-time situations. The cellular automata algorithms were tested with different workspace configurations and cellular space sizes over real-time images from a digital camera. The computer effort depends on the size of the cellular space and the length of the resulting path. This reduced time complexity together with the simplicity of the cellular automata simulation allows the algorithm to perform quite well on serial machines. Some of the key practical advantages of the method are: it does not require parameter tuning, real-time performance for any kind of workspace scene, consistent behavior over repeated experiments; it can handle path-planning in dynamic environments. In conclusion, the practical performance is very satisfactory; however, further study involving many more benchmarking examples are necessary.

7. FUTURE WORK

The next step is to use CA in a cluttered environment, while using probabilistic roadmaps methods as a shortest path method, while trying to implement the same theory on the distributed wireless networks project as well, where many unforeseen problems arise.
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