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Abstract. The system consists of a multirobot architecture that gives access to both, an
educational and industrial robot, through the Internet, by using advanced multimedia and
distributed programming tools like Java, Java3D and CORBA. The main effort is focused
on the user interface that allows specifying a task into a 3D model and sending commands
to the real robot once the operator approves them. This kind of interaction has the ability
to consume very little bandwidth in order to perform a remote manipulation through the
Internet. The user interface offers Augmented and Virtual Reality possibilities to the
users. Copyright © 2002 IFAC
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1. INTRODUCTION

Telerobotics combines a precise and fast device like
a robot with the intelligence of a human being. As
more facilities gives the system to the operator, by
means for example of an advanced user interface, the
task will be accomplished in a more simple, accurate
and fast manner.

Fig. 1. Snapshot of the Virtual and Augmented
Reality interface to manipulate objects on a
board. Look how the system recognises the scene
objects allowing the interaction with the robot
through a simplification of the natural language.

Thanks to advanced distributed programming tools
like CORBA and Java it has been possible to
implement such a system were the user is able to
interact directly with an educational robot through
the Internet. Besides this, every time someone else is

using the robot, there is still the possibility to interact
with an Off-line virtual and augmented reality 3D
model and then reproducing these movements on the
real robot later on.

As we can see in figure 1, the 3D model allows
moving the user viewpoint to any position, providing
the feeling of a virtual reality environment.
Moreover, as the virtual environment gives
additional information to reality, by showing for
example the projection of the Gripper Reference
Point (GRP) over the board or by adding object
recognition information to the top camera input, it
means the user interface offers to the user an
augmented reality environment. In some situations
user has more information by seeing the virtual
environment than watching directly the real robot.

The first telerobotic systems with a web-based
interface were presented by researchers from the
University of Southern California (USC) and the
University of Western Australia (UWA). The
Mercury Project (Goldberg, 2000), carried out at the
USC, led to the development of a system in which
the manipulator was a robotic arm equipped with a
camera and a compressed air jet, and the interface
consisted of a web page that could be accessed using
any standard browser. The robot was used to explore
and excavate a sandbox full of artefacts. The
interface allowed the user to move the robot to a
point in the workspace and blow a burst of
compressed air into the sand directly below the
camera. All robot controls were available via the
mouse interaction. This system was fully operating
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from August 1994 through March 1995 and was
accessed by over 50.000 different computers.

The telerobotic system developed at the UWA
(Taylor, 2000) lets the user control an industrial
robot to manipulate objects distributed on a table.
The user interface allows an operator to specify the
co-ordinates of the desired position of the arm, the
opening of its gripper and other multiple parameters
by filling forms and clicking images through a Java
interface.

As described above, these two systems let the user
send simple commands to the robot such as moving
to a specific location in its workspace and
performing an action with its attached tool. Very
little attention has been paid to the use of more
natural ways of interaction like natural languages, or
even virtual reality.

We must comment that in (Behnke, 2001) has been
presented a more advanced user interface for the
UWA telerobot where some information about the
GRP is added to the images coming from the server
in order to provide some augmented reality feeling.

In the system presented in this paper the human-
robot interaction is based on both, a simplification of
the natural language and mouse based operations. It
means the program is able to respond commands like
“Pick up the cube”, thanks to an object recognition
module developed through the standard CORBA
(Marín, 2000). The object recognition module and
the capability to interact with the robot through an
augmented and virtual reality environment are the
major project innovations.

For those cases where someone else is using the
robot, the system presents the possibility of
interacting within the 3D virtual robotic environment
where commands are processed in the same manner
as it would be done with the real robot.

2. EXPERIMENTAL SETUP

In figure 2 the robot scenario in presented, where can
be seen a stereo camera taking images from the top
of the scene and a second camera from the side.

The idea of having a stereo pair from the top will
allow in a near future the 3D reconstruction of the
board scenario, in order to make even easier the
human-robot interaction. At the moment just the left
eye is used.

Another interesting feature is the design of a specific
circuit that allows the automatic connection of the
environment lights when a remote user gets into the
system. This circuit is programmed through the
server parallel port. At the moment the circuit allows
a remote control over the lamps, and in a near future
we will do the same with the cameras and even the
robot, in order to avoid them to be always switched
on.

Educational
RobotStereo camera

Webcam

Fig 2. Experimental setup: Multirobot configuration:
Vision guided Educational and industrial
manipulators.

3. LOW LEVEL ARCHITECTURE

The hardware architecture (fig. 3) shows the way
client and servers machines are connected through
the Internet. Note the server side is duplicated in
order to allow the interaction with both, the
educational and the industrial robot. Both
manipulators are provided with vision capabilities
and are controlled through the same user interface.

For those situations where another user is having the
control over the real robot the system offers the
possibility to interact with a 3D virtual environment.
It means people have something interesting to do
while waiting for the robot command.

Objects
Known

Client

Server1

Internet

Client ClientClient

Server2

Fig 3: Telerobotic training system's hardware
architecture

As we have introduced, the telerobotic system allows
the manipulation of objects over a board by means of
mouse interactions on the 3D virtual reality
environment and also by using a simplification of the
natural language. Thus, the system can respond to
commands like “pick up the scissors”. This kind of
interaction is possible thanks to an optimised object
recognition CORBA module that processes the
camera images and returns every objects name. As
the program is able to learn new objects
characteristics through the user interaction the system
becomes more robust as time goes by. As introduced
above, such a capability has no been reported into a
Telerobotic system yet (Goldberg, 2000)(Taylor,
2000)(Marín, 2000). In figure 4 can be seen the
telerobotic system's software architecture.



Fig 4: Telerobotic training system's software
architecture

Note the software architecture is organised in several
modules connected through the CORBA standard. It
makes easier the integration of already existing
software implemented in different programming
languages and running over distinct platforms.

The system is structured in both client and server
side. The client side consist of a single process
implemented in Java and running through a web
browser. Another possibility is installing the Java
application into the client machine and running it
directly from the command line. This second
possibility increases a lot the client performance. The
server side consists of several concurrent processes
running on the server machine and interacting
through the CORBA and HTTP standards.

Note the CORBA communication between the client
and the server side must be tunnelled through the
HTTP port just in case there is a firewall avoiding
the connection to different ports on the servers. Some
telerobotic systems like UWA do not allow
firewalled connections. In our case the situation is
managed by using the CORBA http tunnelling
offered by “Visibroker Gatekeeper”, meaning that
the performance of the client/server connection goes
down considerably.

In the server side there are several modules. The first
one is the “Robot Server”, that accepts CORBA
request to move the real robot to a given world
position (x,y,z) managing directly the values for the
joints, as well and controlling the opening of the
gripper. The second CORBA module is called
“Grasping Server”, and is responsible for calculating
the grasping points for every object present into the
scene, assuring the grasping operation conforms to
the stability requirements. The third one is called
“Camera Server”, and consists of a commercial
product called “WebCam32” that offers a HTTP
interface to the server cameras. An instance of this
program must be launched for every camera
connected to the system. And finally, as the system
offers an object recognition capability in order to

accept simplified natural language commands, it is
necessary a database storing a mathematical
description of every object already learned by the
system. This database represents the robot
knowledge, and is accessed by the multiple Java
clients running over the Internet. It supposes the
robot knowledge is common to the multiple users
and, besides this, it is robot independent.

By the other hand the client side is composed of a
single JAVA process that is organised in several
modules. The first one is the “HTML Robotics
Tutorial”, that consists of a set of HTML pages that
includes a well-classified description of the main
topics of the Robotics subject. The second one is
called “Telerobotic Controller", which offers access
to the virtual and real robot using the advanced
interaction explained before. The third one, “Online
Teaching Assistance” allows the chat interaction
between the different users connected to the Training
System. And finally, the “Labs Exercises” consists of
several screens that enable students to practice some
advanced features like “Kinematics” or “Image
Segmentation’, allowing them to discover into the 3D
virtual Robotic environment the consequences of
their mathematical decisions.

As can be seen in figure 4 the Telerobotic Controller
is divided in four submodules. The first one, “Image
Processing”, gives some services for capturing and
segmenting images. The second, “Java 3D virtual &
Augmented Reality” implements the 3D virtual
environment that allows the virtual reality interaction
with the robot as well as the augmented reality
feature that shows graphical representation of the
position of the GRP over the board as well as the
superposition of objects information to the camera
images. The “Natural Language Recognition”
module consists of several JAVA classes that are
able to interpret a simplified natural language
command from the user. It translates this command
into the appropriate sequence of actions inside the
remote controller. And finally, the “Object
Recognition” module is able to identify the different
objects present into the scene in a fast and robust
manner.

4. VIRTUAL & AUGMENTED REALITY

In this section the virtual and augmented reality
capability is presented by means of an example of
grasping an object over the board and dropping it
into another place. It means the explanation is
focused on the “Active Grasping Programming” that
can be accomplished by means of the Java module
“Java 3D virtual & Augmented Reality” introduced
above.

As can be seen in figure 5 the screen has 4 main
parts. The first one the cameras, that give the user a
continuos monitoring to the board scenario from two
different viewpoints. Note a Manipulation Pad is
included where user can click directly over the
objects and send commands to the robot through a
mouse interaction. The second the 3D virtual



scenario, that monitors the real robot position and
renders it over the screen. Note this capability avoids
the need to include a third camera to monitor the
whole robot movements. The third part are the robot
movement controls, that allow the user to move the
robot to a specific (x,y,z) location or even access
directly the degrees associate to every articulation.
The fourth part is the text-input field that allows the
user to specify the robot task in a more natural
manner (Pick up the cube).

Fig 5: Locating the gripper over the object to be
manipulated.

As can be seen in figure 5 in order to manipulate an
object first we have to locate the gripper on top of it.
To do so we can move the arm by using the controls
at the right side of the screen or even easier by
clicking with the mouse the appropriate object on the
manipulation pad. Look at figure 5 how the real top
camera input is mixed with the object recognition
knowledge, providing an augmented reality
information. By looking at the camera images can be
seen the real position of the gripper over the object,
prepared to execute the next action.

Note how useful are the projections of the gripper
over the board in order to get a better understanding
of the position of the arm into the world (augmented
reality). Besides this, note how interesting is the
possibility to move the user view point in order to
better specify a given task (virtual reality). See in
figure 1 and figure 5 two different user view points
of the same robot position. This feature allows the
user to navigate through the robot world and interact
with it by using any point of view.

As seen in figure 6 next step would be moving down
the arm a little bit and then closing the gripper. The
result is shown in the 3D environment as well as the
real camera images.

Fig 6: Grasping the object by moving down the arm
and closing the gripper

The next step can be appreciated in figure 7. It
consists on moving the arm to another position in
order to open the gripper and position the object over
the new location. Note the importance of having a 3D
model of the real objects on the scene. They allow
monitoring the position of the grasped object inside
the gripper without having to move the manipulator
to the original position in order to refresh the virtual
environment objects representation.

Fig 7: Bringing the object to the new location
without having to move the robot to the original
position in order to refresh the objects
environment. The 3D modelling of the scene
objects allows interacting with grasped objects
between the gripper fingers.

6. CONCLUSIONS

The system is being used as an educational product
for teaching-learning basic concepts in the robotics
subject. The idea is allowing the student to have a
tool that helps to learn the difficult robotics’ concepts
and complements traditional theoretical lessons. One
of the major problems in education is the different
knowledge level that every student has. Supposing
some people would get bored if the teacher
explanation were too simple and slow, it would mean
others would consider it too difficult and fast. In this
case is the student who imposes the speed and not the
teacher. Students establish their own learning process
speed (Jona, 1991)(Marín, 1997)(Sanz, 1998).



The training system has been implemented using
multimedia technology and is able to be run over the
Internet by means of a standard browser. This has
been possible to the use of Java and CORBA
technologies. Besides this, just note the multimedia
programming with Java is possible thanks to the
newly launched Java2D and Java3D API’s (Spell,
2000). Moreover, thanks to the Java3D technology it
has been possible the implementation of such a
system that offers an interaction based on virtual and
augmented reality, as well as simplification of the
natural language. The result is having a tool that
facilitates enormously the manipulation of objects
over a board.

Finally, as introduced in the above section, this kind
of user interface is very appropriate because it allows
the manipulation of a robot arm even when there is
no physical connection to the robot. The 3D virtual
environment takes care of these situations.
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