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1. INTRODUCTION

Chaotic phenomena and chaotic behavior have been observed in numerous natural and model systems in physics, chemistry, biology, ecology, etc. Engineering applications are rapidly developing in areas such as lasers and plasma technologies, mechanical and chemical engineering and telecommunications. Publication activity in this field has grown tremendously during the last decade. Starting with a few papers in 1990, the number of publications in peer reviewed journals exceeded 2700 in 2000, with more than half published in 1997–2000. Although different interpretations of the term "control" are in use the intensity of publications is unusually high.

The development of the field was triggered by essentially one paper. E.Ott, C.Grebogi and J.Yorke from the University of Maryland, published in Physical Review Letters in 1990 (Ott et al, 1990), where the term “controlling chaos” was coined. Perhaps, the key achievement of the paper (Ott et al, 1990) was the demonstration of the fact that a significant change in the behavior of a chaotic system can be made by a very small, “tiny” correction of its parameters. This observation opened possibilities for changing behavior of natural systems without interfering with their inherent properties. The idea was quickly appreciated in physics and other natural sciences. Such a situation may attract additional attention from the control community because it opens up new markets for control theory.

It is worth noticing that, in spite of the enormous number of published papers, very few rigorous results are so far available. Most papers are written in a "physical style" and their conclusions are justified by computer simulations rather than analytical tools. As a result, many problems remain unsolved.

Outlining the field and describing some of the open problems is the aim of this survey. Three approaches
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to control of continuous-time chaotic systems will be surveyed: the so called "nonfeedback control", OGY method and Pyragas method. These approaches were historically the first in the field and produced the largest number of publications.

In Section 2 some preliminaries are given concerning system models and control goals. Section 3 is devoted to surveying the three abovementioned approaches. In Section 4 the discrete-time case will be discussed, while in Sections 5, 6 a brief account of other directions and a list of application fields will be given.

Because of space limitations we will not discuss definitions and properties of chaotic systems. Chaotic processes will be understood as solutions of nonlinear differential or difference equations, characterized by local instability and global boundedness. Moreover, we will not discuss topics such as e.g. neural and fuzzy control of chaos, control of chaos in distributed (spatio-temporal) systems. Further references can be found in the bibliography on control of chaos (papers of 1997–2000) at www.rusycon.ru/chaos-control.html.

2. MODELS OF CONTROLLED PLANT

We will consider continuous time systems with lumped parameters described in state space by differential equations

\[ \dot{x} = F(x, u), \quad (1) \]

where \( x \) is \( n \)-dimensional vector of the state variables; \( \dot{x} = d/dt \) stands for the time derivative of \( x \); \( u \) is an \( m \)-dimensional vector of inputs (control variables). The vector–function \( F(x, u) \) is usually assumed continuously differentiable. If external disturbances are present, more general time-varying models will be considered

\[ \dot{x} = F(x, u, t). \quad (2) \]

The model may also include the description of measurements, i.e. the \( l \)-dimensional vector of output variables \( y \) is defined, for example

\[ y = h(x). \quad (3) \]

If the outputs are not defined explicitly, it will be assumed that all the state variables are available for measurement, i.e. \( y = x \).

Many authors consider discrete-time state-space models

\[ x_{k+1} = F_d(x_k, u_k). \quad (4) \]

where \( x_k \in \mathbb{R}^n, u_k \in \mathbb{R}^m, y_k \in \mathbb{R}^l \), the value of the state, input and output vectors at \( k \)-th stage of the process. The model (4) is determined by the map \( F_d \).

The typical goal for control of chaotic systems is stabilizing of an unstable periodic solution (orbit). Let \( x_\ast(t) \) be the \( T \)-periodic solution of the free (uncontrolled), \( u(t) = 0 \) system (1) with initial condition \( x_\ast(0) = x_{\ast0} \), i.e. \( x_\ast(t + T) = x_\ast(t) \) for all \( t \geq 0 \). If the solution \( x_\ast(t) \) is unstable it is reasonable to pose the goal as stabilization in some sense, e.g. driving solutions \( x(t) \) of (1) to \( x_\ast(t) \)

\[ \lim_{t \to \infty} |x(t) - x_\ast(t)| = 0 \quad (5) \]

or driving the output \( y(t) \) to the desired output function \( y_\ast(t) \), i.e.

\[ \lim_{t \to \infty} |y(t) - y_\ast(t)| = 0 \quad (6) \]

for any solution \( x(t) \) of (1) with initial conditions \( x(0) = x_0 \in \Omega \), where \( \Omega \) is given set of initial conditions.

The problem is to find a control function in the form of either an open loop, (or feedback) control

\[ u(t) = U(t, x_0) \quad (7) \]

or in the form of state feedback

\[ u(t) = U(x(t)) \quad (8) \]

or output feedback

\[ u(t) = U(y(t)) \quad (9) \]

to ensure the goal (5) or (6).

Such a problem is a standard tracking problem, very familiar to control theorists. However a key feature of the control of chaotic systems as claimed by Ott, Grebogi and Yorke (1990C2) is to achieve the goal by means of sufficiently small (ideally, arbitrarily small) control. Solvability of this task is not obvious since the trajectory \( x_\ast(t) \) is unstable.

3. METHODS OF CONTROLLING CHAOS: CONTINUOUS TIME

3.1 Feedforward (Open-loop) Control

The idea of feedforward control (also called nonfeedback or open loop control) is to change the behavior of a nonlinear system by applying a properly chosen input function \( u(t) \) – external excitation. Excitation can reflect influence of some physical action, e.g. external force/field, or it can be some parameter perturbation (modulation). Such an approach is attractive because of its simplicity: no measurements or extra sensors are needed. It is especially advantageous for ultrafast processes, e.g. at the molecular or atomic level where no possibility of system variables measurement exists.

The possibility of significant changes to system dynamics by periodic excitation has been known for
almost a century. A number of authors discovered that a high frequency excitation can stabilize the unstable equilibrium of a pendulum (Stephenson, 1908C1; Kapitsa, 1951C1). This discovery triggered the development of vibrational mechanics (Blekhman, 2000C1). Analysis of general nonlinear systems affected by high frequency excitation is based on the Krylov-Bogoljubov averaging method (Bogoljubov and Mitropolsky, 1961C1). In control theory high frequency excitation and parameter modulation was studied within the framework of vibrational control (Meerkov, 1980C1; Bellman et al., 1984C1) and dither control (Zames and Shneydor, 1976C1). However the abovementioned works dealt only with the problem of stabilizing a given equilibrium or the desired (goal) trajectory.

Recently Morgul(1999C1a, 1999C1b) proposed the use of piecewise constant dither control to modify system dynamics (nonlinearity shape, equilibrium points, etc.) for systems in Lur’e form. In particular, the creation and elimination of chaotic behavior was studied using heuristic conditions for chaos suggested by Genesio and Tesi (1992C1). A vast literature is devoted to excitation with medium frequencies - those comparable with the natural frequencies of the system. The possibility of transformation of periodic motion into chaotic motion and vice-versa was demonstrated by Alexeev and Loskutov (1987C1) for a 4th order system describing dynamics of two interacting populations. Matsumoto and Tsuda (1983C1) demonstrated the possibility of suppressing chaos in a Belousov-Zhabotinsky reaction by adding a white noise disturbance. These results were based on computer simulations. A first account of theoretical understanding of the phenomenon was given in (Pettini, 1988C1; Lima and Pettini, 1990C1), where the so called Duffing-Holmes oscillator

\[
\dot{\varphi} - c \varphi + b \varphi^3 = - \delta \varphi + d \cos(\omega t) \tag{10}
\]

was studied by Melnikov’s method. The right-hand side of (10) was considered as a small perturbation of the unperturbed Hamiltonian system. The Melnikov function related to rate of change of the distance between stable and unstable manifolds for small perturbations was calculated analytically and parameter values producing chaotic behavior of the system were chosen. Then additional excitation was introduced into the parameter of nonlinearity \( b \rightarrow b(1 + \cos \Omega t) \) and the new Melnikov function was computed and studied numerically. It was shown that if \( \Omega \) is close to the frequency of initial excitation then chaos may be destroyed. Experimental confirmation of this was made by a magnetoelectric device with two permanent magnets, electromechanical shaker and optical sensor (Fronzoni et al., 1991C1). The results were surveyed in (Lima and Pettini, 1998C1) where some open problems were also posed.

Recent investigations were aimed at better suppression of chaos with smaller values of excitation amplitude and providing convergence of the system trajectories to the desired periodic orbit (limit cycle). Control of discrete-time systems (maps) and autonomous systems were also studied.

Fronzoni and Giocondo (1998C1) showed by simulation of Josephson junction and liquid crystal models and by experiments with a bistable mechanical device that changing the phase and frequency of parameter perturbation can either decrease or increase the threshold of chaos.

Belhaq and Houssni (2000C1) considered the case of quasiperiodic excitations by reducing it to the periodic case, see also (Zhalmin, 1999C1). Basios et al. (1999C1) studied the case of parametric noise excitation by Melnikov analysis. Tereshko and Scheininova (1998C1) suggested that the excitation frequency be chosen to resonate with the peak frequency of the power spectrum of one of the system variables. Mirus and Sprott (1999C1) attempted to achieve resonance of excitation with the frequency of the desired periodic excitation. Since a chaotic attractor contains trajectories close to periodic orbits with different periods, a proper choice should be made to minimize the amplitude of excitation. A numerical illustration of the approach was given for a Lorenz system and for a high dimensional system of 32 diffusively coupled Lorenz systems (Mirus and Sprott 1999C1). Harmonic excitation was introduced via modulation of parameter \( \beta \).

In the papers of Chizhevsky et al (1998C1), Pisarchik and Corbalan (1999C1) stabilization of unstable periodic orbits by means of periodic action with frequency much lower than the characteristic frequency of the system was demonstrated. Suppression of chaos in circular yttrium-ion-garnet films was discussed by Piskun and Wigen (1999K).

In a number of papers the choice of excitation function is based on tailoring it to the system nonlinearity. Let the controlled system be described by equations:

\[
\dot{x} = f(x) + u, x \in \mathbb{R}^n, u \in \mathbb{R}^m. \tag{11}
\]

Now let \( m = n \) and \( \det Df(x) \neq 0 \). If the desired solution of the controlled system is \( x_*(t) \) then an intuitively reasonable choice of excitation is

\[
u_*(t) = -\hat{\dot{x}}(t) - (x_*(t)), \tag{12}\]

because \( x_*(t) \) will satisfy the equations of the excited system, see (Hübner and Lusher, 1989C1). The equation for the error \( \xi = x - x_*(t) \) is then \( \dot{\xi} = \hat{\dot{\xi}}(t) - (x_*(t)) \). If the linearized system with matrix \( \dot{\xi} = \frac{\partial f(x_*(t))}{\partial x} \dot{x} \) is uniformly stable in the sense that \( \| \dot{\xi} \| \leq -\lambda \| \xi \| \) for some \( \lambda \) and for all \( t \geq 0 \) then all solutions of (11), (12) will converge to \( x_*(t) \) (more general convergence conditions can be found in (Fradkov and Pogromsky, 1998A). In case \( m < n \) and \( Df(x) \) is singular the same result is valid under
Let the controlled system be described by the state
of the OGY method is as follows. According to the recent publications for discrete-time systems (iterated maps) of dimension 3 and required on-line computation of the eigenvectors and eigenvalues for the Jacobian of the Poincaré map. Numerous extensions and interpretations have been proposed by different authors in subsequent years and the method is commonly referred to as the "OGY method". As noted in the Introduction, the real explosion of interest in the control of chaotic systems was caused by the paper by E. Ott, C. Grebogi and J. Yorke (1990C2). The two key ideas introduced in this paper were:

1. To use the discrete system model based on linearization of the Poincaré map for controller design.
2. To use the recurrent property of chaotic motions and apply control action only at time instants when the motion returns to the neighborhood of the desired state or orbit.

The original version of the algorithm was described for discrete-time systems (iterated maps) of dimension 2 and for continuous-time systems of dimension 3 and required on-line computation of the eigenvectors and eigenvalues for the Jacobian of the Poincaré map. Numerous extensions and interpretations have been proposed by different authors in subsequent years and the method is commonly referred to as the "OGY method". According to the recent publications (Boccaletti et al., 2000; Grebogi and Lai, 1997C2a, 1997C2b; Grebogi et al., 1997C2a, 1997C2b) the idea of the OGY method is as follows.

Let the controlled system be described by the state space equations

\[ \dot{x} = F(x, u), \]  

where \( x \in \mathbb{R}^n, u \in \mathbb{R}^1 \). (Usually the variable \( u \) represents a changeable parameter of the system rather than a standard "input" control variable but it makes no difference from a control theory point of view.) Obtain the desired (goal) trajectory \( x_s(t) \) which is a solution of (13) with \( u = 0 \). The goal trajectory may be either periodic or chaotic: in both cases it is recurrent. Draw a surface (Poincaré section)

\[ S = \{ x : s(x) = 0 \} \]  

through the given point \( x_0 = x_s(0) \) transversally to the solution \( x_s(t) \) and consider the map \( x \mapsto P(x, u) \) where \( P(x, u) \) is the point of first return to \( S \) of the solution to (13) with constant input \( u \) started from \( x \). The map \( x \mapsto P(x, u) \) is called the controlled Poincaré map. It is well defined at least in some vicinity of the point \( x_0 \) owing to the recurrence property of \( x_s(t) \) (The precise definition of the controlled Poincaré map requires some technicalities, see (Fradkov and Pogromsky, 1998A)). Iterating the map, we may define a discrete-time system

\[ x_{k+1} = P(x_k, u_k), \]  

where \( x_k = x(t_k), t_k \) is the time of the \( k \)th crossing and \( u_k \) is the value of \( u(t) \) between \( t_k \) and \( t_{k+1} \).

The next step of the control law design is to replace the initial system (13) by the linearized discrete system

\[ \tilde{x}_{k+1} = \tilde{x}_k + u_k, \]  

where \( \tilde{x}_k = x_k - x_0 \) and find a stabilizing controller, e.g. \( u_k \) for (15). Finally, the proposed control law is as follows:

\[ u_k = \begin{cases} C\tilde{x}_k, & \text{if } |\tilde{x}_k| \leq \Delta, \\ 0, & \text{otherwise}; \end{cases} \]  

where \( \tilde{x}_k = x_k - x_0 \) and find a stabilizing controller, e.g. \( u_k \) for (15). Finally, the proposed control law is as follows:

\[ u_k = \begin{cases} C\tilde{x}_k, & \text{if } |\tilde{x}_k| \leq \Delta, \\ 0, & \text{otherwise}; \end{cases} \]  

A key point of the method is to apply control only in some vicinity of the goal trajectory by introducing an “outer” deadzone. This has the effect of bounding control action.

Numerous simulations performed by different authors confirmed the efficiency of such an approach. Often slow convergence was reported which is actually the price of achieving nonlocal stabilization of a nonlinear system by small control.

There are two important problems to solve for implementation of the method: lack of information about the system model and incomplete measurements of the system state. The second difficulty can be overcome by replacing the initial state vector \( x \) by the so called delay coordinate vector \( X(t) = [y(t), y(t - \tau), \ldots, y(t-(N-1)\tau)]^T \in \mathbb{R}^n \), where \( y = h(x) \) is the output (e.g. one of the system coordinates) available for measurement and \( \tau > 0 \) is delay time. Then the control law has the form:

\[ u_k = \begin{cases} \mathcal{U}(y_k, y_{k-1}, \ldots, y_{k-N}), & \text{if } |y_k - y_i| \leq \Delta, i = 1, \ldots, N-1, \\ 0, & \text{otherwise}; \end{cases} \]
where \( y_{k,i} = y(t_k - i\tau) \).

A special case of algorithm (18) introduced by Hunt (1991C2) was termed \textit{occasional proportional feedback (OPF)}. The OPF algorithm is used for stabilization of the amplitude of a limit cycle and is based on measuring local maxima (or minima) of the output \( y(t) \), i.e. the Poincaré section is defined as (14) with
\[
s(x) = \partial y / \partial x F(x, \alpha),
\]
which corresponds to \( \dot{y} = 0 \). If \( y_k \) is the value of \( k \)-th local maximum, then the OPF method suggests a simple control law
\[
u_k = \begin{cases} K\hat{y}_k, & \text{if } |\hat{y}_k| \leq \Delta, \\ 0, & \text{otherwise}, \end{cases}
\]
where \( \hat{y}_k = y_k - y_s \) and \( y_s = h(x_0) \) is the desired upper level of oscillations.

However, only partial results on justification of the proposed algorithms 18) and 19) are available. The main problem is estimation of the accuracy of the linearized Poincaré map in the delayed coordinates:
\[
y_k + 1 y_{k,1} + \ldots + N - 1 y_{k,N-1} = b_1 u_k + \ldots + b_{N-1} u_{k-N-1}
\]
To overcome the first problem - uncertainty of the linearized plant model, Ott et al. (1990C2) and their followers (see survey papers Boccaletti et al., (2000A); Arecci et al., (1998A); Grebogi et al., (1997C2)) suggested estimation of parameters in state-space representation (16). However the detailed methods of extracting the parameters of the model (16) from the measured time series are yet to be presented.

The problem is of course well known in identification theory and is not straightforward, because identification in closed loop under ‘good’ control may prevent ‘good’ estimation.

In (Fradkov and Guzenko, 1997C2; Fradkov et al., 2000C2) a justification of the above method was given for the special case when \( y_{k,i} = y_{k-i}, \ i = 1, \ldots, n \). In this case the outputs are measured and control action is changed only at the instants of crossing the surface, see also (Fradkov and Pogromsky, 1998A). For controller design an input-output model (20) was used containing fewer coefficients than (16). For estimation, the method of recursive goal inequalities due to Yakubovich was used, introducing an additional inner deadzone to solve the problem of estimation in closed loop. An inner deadzone combined with outer deadzone of the OGY method, provides robustness of the identification-based control with respect to both model errors and measurements errors.

Further modifications and extensions to the OGY method have been recently proposed. Epureanu and Dowell (1997C2) used only data collected over a single period of oscillation. A quasi-continuous extension of the OGY method has been proposed by Ritz et al. (1997C2). A multi-step version was studied by Holzhuter and Klinker (1998C2). Epureanu and Dowell (1998C2, 2000C2) suggested a time-varying control function \( u(t) = c(t) \bar{u} \) instead of a constant between crossings and \( c(t) \) is chosen to minimize control energy. Iterative refinement extending the basin of attraction and reducing the transient time was proposed by Aston and Bird (1997C2, 2000C2). Basins of attraction for the initial state and parameter estimates were evaluated by Chanfreau and Lyyjynen (1999C2), while transient behavior was also investigated by Holzhuter and Klinker (1998C2).

New demonstrations of efficiency of the OGY method were obtained both by computer simulations for the Copel map (Agiza, 1999C2), the Bloch wall (Badescu et al., 1997C2), magnetic domain-wall system (Okuno et al., 1999C2) and by physical experiments with bronze ribbon (Schweinsberg et al., 1997C2), glow discharge (Braun, 1998C2) and nonautonomous RL-diode circuit (Bezrucho et al., 1999C2). The OPF method has been used for stabilization of the frequency emission from a tunable lead-salt stripe geometry infrared diode laser and implemented in an electronic chaos controller (Senesak et al., 1999C2). A modification of OPF was investigated by Flynn and Wilson (1998).

### 3.3 Delayed feedback

During recent years there has been increasing interest in the method of time-delayed feedback (Pyragas, 1992C3). K. Pyragas, a Lithuanian physicist proposed to find and stabilize a \( \tau \)-periodic orbit of the nonlinear system (1) by a simple control action
\[
u(t) = K [x(t) - x(t - \tau)]
\]
where \( K \) is feedback gain, and \( \tau \) is time-delay. If \( \tau \) is equal to the period of an existing periodic solution \( x(t) \) of (1) for \( u = 0 \) and the solution \( x(t) \) to the closed loop system (1), (21) starts from \( \Gamma = \{ x(t) \} \), then it will remain in \( \Gamma \) for all \( t \geq 0 \). A puzzling observation was made however, that \( x(t) \) may converge to \( \Gamma \) even if \( x(0) \not\in \Gamma \).

The law (21) applies also to stabilization of forced periodic motions in the system (1) with a \( T \)-periodic right-hand side. Then \( \tau \) should be chosen equal to \( T \). The formulation of the method for stabilization of fixed points and periodic solutions of discrete-time systems is straightforward.

An extended version of Pyragas method has also been proposed with
\[
u(t) = K \sum_{k=0}^{M} \bar{u}(t-k\tau) - y(t-(k+1)\tau)
\]
where \( y(t) = h(x(t)) \in \mathbb{R}^1 \) is the observed output and \( k, k = 1, \ldots, M \) are tuning parameters. For \( k = \frac{k}{|k|} < 1 \), and \( M \to \infty \) the control law (22) becomes:
\[
u(t) = K [y(t) - y(t - \tau)] + K u(t - \tau)
\]
Although algorithms (21)-(23) look simple, analytical study of the closed loop behavior seems difficult. Until recently only numerical and experimental results concerning performance and limitations of Pyragas method have been available.

Basso et al (1997C3), Basso et al (1998C3) examined the stability of a forced \( T \)-periodic solution of a Lur’e system (system represented as feedback connection of a linear dynamical part and a static nonlinearity) with a generalized Pyragas controller

\[
u(t) = G(p)[y(t) - y(t - \tau)] \tag{24}
\]

where \( G(p), p = d/dt \) is transfer function of the filter. Using absolute stability theory (Leonov et al, 1996C1) sufficient conditions on the transfer function of the linear part of the controlled system and on the slope of nonlinearity were obtained under which there exist stabilizing \( G(p) \). A procedure for “optimal” controller design, maximizing the stability bound was proposed in (Basso et al, 1998C3). Extension to systems with a nonlinear nominal part and a general framework based on classical frequency-domain tools are presented in Basso et al, 1999C3).

Ushio (1996C3) established for a class of discrete-time systems that a simple necessary condition for stabilizability with a Pyragas controller (21) is that the number of real eigenvalues of matrix greater than one should not be odd, where is the matrix of the system model linearized near the desired fixed point. Proofs for more general and continuous-time cases were given independently by Just et al. (1997C3) and Nakajima (1997C3). The corresponding results for an extended control law (22) were presented in (Nakajima and Ueda, 1998C3a; Konishi et al.,1999C3), who applied Floquet theory to the system linearized near the desired periodic solution. Using a similar approach, Just et al.(1999C3) gave a more detailed analysis and established approximate bounds for a stabilizing gain \( K \). Some bounds for \( K \) for a Lorenz system were obtained by Simmendinger et al (1997C3) using the Poincaré-Lindstedt small parameter method.

Schuster and Stemm (1997C3) noticed that for a scalar discrete-time system \( y_{k+1} = (y_{k}, u_{k}) \) a necessary condition for existence of a discrete version of the stabilizing feedback (22) is \( \lambda < 1 \), where \( \lambda = \partial / \partial y(0,0) \), following from the theorem of Giona(1991C3). They showed that restriction \( \lambda < 1 \) can be overcome by means of a periodic modulation of the gain \( K \).

The Pyragas method was extended to coupled (open flow) systems (Konishi et al., 1998C3; 2000C3a; 2000C3b), modified for systems with symmetries (Nakajima and Ueda, 1998C3b). It was also extended to include an observer estimating the difference between the system state and the desired unstable trajectory (fixed point) (Konishi and Kokami, 1998C3).


A drawback of the control law (21) is its sensitivity to parameter choice, especially to the choice of the delay \( \tau \). Apparently, if the system is \( T \)-periodic and the goal is to stabilize a forced \( T \)-periodic solution, then the choice \( \tau = T \) is mandatory. Alternatively an heuristic trick is to simulate the unforced system with initial condition \( x(0) \) until the current state \( x(t) \) approaches \( x(s) \) for some \( s < t \), i.e. until \( |x(t) - x(s)| < \epsilon \). Then the choice \( \tau = t - s \) will give a reasonable estimate of a period and the vector \( x(t) \) will be an initial condition to start control. However such an approach often gives overly large values of the period. Since chaotic attractors contain periodic solutions of different periods, an important problem is to find and to stabilize (with small control) the solution with the smallest period. This problem remains open.

4. DISCRETE-TIME CONTROL

Some discrete-time algorithms were mentioned in Section 3.2 when discussing methods based on the Poincaré map and in Section 3.3. They can be considered as special forms of sample-data control. There are many results on stability of sample-data feedback control systems. Stability analysis in the context of chaotic systems was undertaken by Yang and Chua (1998D).

Although many authors use the term “optimal control”, in most cases only locally optimal solutions are proposed, based on minimization over \( u \) of one-step-ahead losses \( Q(F_{d}(x_{k}, u_{k}), u_{k}) \), where \( F_{d} \) comes from plant model (4) and \( Q(x, u) \) is a cost function, e.g. \( Q(x, u) = ||x - x_{s}||^{2} + \epsilon ||u||^{2} \), see (Abarbanel et al, 1997A). The choice of a large weight \( \kappa > 0 \) allows enforcement of the “small control” requirement (Abarbanel et al, 1997bD). For large \( \kappa \) locally optimal control is close to the gradient \( u_{k+1} = -\gamma \nabla_{u} Q(F_{d}(x_{k}, u), u) \), with small \( \gamma > 0 \) (Fradkov and Pogromsky, 1998A).

A substantial number of the papers devoted to discrete-time control of chaos deal with low-order examples. The variety of discrete-time examples of chaotic systems seems even broader than that of continuous-time
ones owing to a number of one- and two-dimensional systems that do not have continuous-time counterparts (this follows from Poincaré–Bendixon theorem stating that a smooth differential system evolving on a two-dimensional manifold may have only equilibria or limit cycles as -limit sets, i.e. cannot be chaotic).

Among popular examples are systems described by the logistic map: \( x_{k+1} = rx_k(1 - x_k) \), treated by, e.g. Codreanu and Danca (1997D), Escalona and Parmannada (2000D), McGuire et al. (1997D), Melby et al. (2000D). Also the Hénon system \( (x_{k+1}, y_{k+1}) = (1 - x_k, y_k - x_k^2) \) is studied by Guzenko and Fradkov (1997D); the tent map \( (x_{k+1}, x_k) = (x_k, 0.5 \leq x_k \leq 1) \) is studied by Place and Arrowsmith (2000D); the standard (Chirikov) map \( (v_{k+1}, v_k) = (v_k + K \sin \phi_k, \phi_{k+1} = \phi_k + v_k) \) studied by Kwon (1999D).

Only a few results are available for multidimensional systems. They are based upon the gradient method (Abarbanel et al., 1997D; Fradkov and Pogromsky, 1998A); variable-structure systems (Liao and Huang, 1997D); generalized predictive control (Park et al., 1998).

5. OTHER PROBLEMS

Let us give a brief account of other directions of research related to control of chaos. Because of space limitations we cannot discuss papers using neural networks and fuzzy systems methods. According to the Science Citation Index, the number of 1997–2000 publications on neural and fuzzy control of chaos in peer reviewed journals is 90 and 31, respectively. Also, control of chaos in distributed (spatio-temporal) systems (77 publications) is not considered here. Among other directions the following are worth mentioning.

Controllability. Although controllability of nonlinear systems is well studied, few results are available on reachability of the control goal by small control, see (Chen, 1997E1; Alleyne, 1998E1; Fradkov et al., 2000C2; Bollett, 2000E1; Van de Vorst et al., 1998E1). A very general idea that the more a system is "unstable" (chaotic, turbulent) the "simpler," or the "cheaper," it is to achieve exact or approximate controllability was illustrated by Lions (1997E1).

Chaotization. The problem of chaotization of the system by feedback (called also chaos synthesis, chaos generation, anticontrol of chaos) was considered by Vanecek and Celikovsky (1994E2). More recent results see in (Kousaka et al., 1997E2; Postnikov, 1998E2; Wang and Chen, 2000aE2, 2000bE2).

Other control goals. Among other control goals achieving the desired period (Fouladi and Valdivia, 1997E3); desired process dimension (Ravindra and Hagedorn, 1998E3), desired invariant measure (Gora and Boyarsky, 1998E3; Antoniou and Bosco, 2000E3; Bollett, 2000E3) desired Kolmogorov entropy (Park et al., 1999) should be mentioned. A method for the so called tracking chaos problem (following a time-varying unstable orbit) proposed by Schwartz and Triandaf (1992E3) was justified by the continuation method for solving equations (Schwartz et al., 1997E3). Recent results are summarized in (Schwartz and Triandaf, 2000E3).

Identification. A number of papers are devoted to identification of chaotic systems. In most of them conventional identification schemes are used. It has been demonstrated that the presence of chaos facilitates and improves parameter convergence (Epureanu and Dowell, 1997E4; Petrick and Wigdorowitz, 1997E4; Tian and Gao, 1999C3; Poznyak et al., 1999E4; Huijbers et al., 2000E4; Maybhate and Amritkar, 2000E4).

Chaos in control systems. Control of chaos should not be mixed up with chaos in control systems. The papers in the latter field appear since the 1970s and study conditions for chaotic behavior in conventional feedback control systems (Mackey and Glass, 1977E5; Bailleul et al., 1980E5; Mareels and Bitmead, 1986E5). Some recent results for 2nd order systems can be found in (Alvarez et al., 1997E5); for high-order systems with hysteresis – in (Postnikov, 1998E2); for some mechanical systems – in (Enikov and Stepan, 1998E5; Gray et al., 1998E5), to mention a few. A fruitful observation was made that the presence of chaos may facilitate control (Vincent, 1997E5).

6. APPLICATIONS

The number of papers in peer reviewed journals in 1997-2000 and devoted to control of chaos in application fields exceeds 200. A breakdown of the papers among fields of science and engineering is as follows: General Physics - 8; Laser Physics and Optics - 45; Physics of Plasma - 11; Quantum Physics - 10; Mechanics - 29; Chemistry and Biochemistry - 13; Biology - 5; Ecology - 3; Economics and Finance - 7; Geology - 1; Psychology - 3; Medicine - 12; General Engineering - 6; Mechanical Engineering - 3; Robotics - 3; Aerospace Engineering - 5; Electrical Engineering - 20; Telecommunications - 14; Information systems - 8; Chemical Engineering - 6; Material Engineering - 2; Agriculture - 1. It is seen that the most advanced application fields are Laser Physics and Optics, Mechanics, Electrical Engineering and Telecommunications.

7. CONCLUSIONS

Control of chaos is still an emerging field of research. Its three major branches: "nonfeedback control", the OGY method and the Pyragas method are historically the first ones and are currently flourishing. Some important problems of justification of existing control algorithms remain unsolved and provide challenges...
for control theorists of the XXIst century. At the same
time many application results are reported.
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