AUTOMATIC GENERATION OF FUZZY MODELS BY GENETIC ALGORITHMS
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Abstract: Genetic Algorithms (GA’s) and others evolutionary optimization methods to design fuzzy models from data have received much attention in recent literature. This paper presents a methodology to simultaneous design of membership functions and rules sets for fuzzy logic models. The validity of the proposed identification method has been demonstrated by simulation example of inverted pendulum.
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1. INTRODUCTION

The design of mathematical models to complex real-world systems is essential in many fields of science and engineering. A common approach is the physical modeling, where everything is considered known a priori. While complete analytical knowledge is rare in complex technical environments, process measurements provide a powerful source of information about their dynamic behavior (Hollatz, 1997). Also, in many situations, a lot of information is available in qualitative form. These aspects lead to a situation of uncertain and inaccuracy where the physical modeling is not suitable.

The fuzzy logic provides an effective way to capture the approximate, inexact nature of real world (Lee, 1990). Therefore, instead of to design a model by means mathematical modeling, the fuzzy modeling defines a model directly from expert knowledge. However, there are situation where these expert knowledge is unavailable in these cases, it is necessary to perform the fuzzy model identification automatically by process behavior observation.

In this paper, it is presented a fuzzy model identification methodology based on GA’s, when no a priori knowledge about the system is available.

2. PROBLEM DESCRIPTION

This methodology considers, for multi-input single-output (MISO) systems, a linguistic fuzzy model consisting in a collection of \( m \) fuzzy rules in the form:

\[
R_i : \text{If } x_1 \text{ is } A_{i1} \text{ and } ... \text{ and } x_n \text{ is } A_{in} \text{ Then } y \text{ is } B_i \quad (1)
\]

Where \( x_j \ (1 \leq j \leq n) \), are input variables and \( n \) is the number of input variables, \( y \) is the output variable, and \( A_{ij}, B_i \ (1 \leq i \leq m) \), where \( m \) is the number of rules in the rule base, are the linguistic values of the input and output variables, respectively, in the \( i \)-th fuzzy rule.

The input and output variables take their values in a normalized universes of discourse \([0,1]\). The meaning (semantics) of linguistic values is characterized by membership functions \( \mu_{A_{ij}}(x_j) \) and \( \mu_{B_i}(y) \) defined on the universe of discourse \([0,1]\). In this paper, it is considered triangular membership functions. A computationally efficient way to characterize this type of membership function is the parametric representation achieved by means of a two-tuple \((a_j, b_j)\) for input variables, and \((a_i, b_i)\) for the output variable, where the first parameter is the center of the triangle base and the second one is the length of the triangle base, as is showed in figure 1.
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The identification procedure is concerned with:

- The fuzzy model structure identification, which allows to obtain the rule base, and,
- The fuzzy model parameters estimation, which allows obtaining the database.

Considering the linguistic rule given by equation (1), the Zadeh’s Compositional of Inference and the COA (center of area) defuzzification method (Lee, 1990) are used in the identified fuzzy model.

To apply this identification strategy, it is considered an input-output data set $E_p$. This data set is composed of $p$ numerical input-output data tuples $e_l \in E_p$, called examples, each example having the form (for a system with $n$ inputs and a output):

$$e_l = (x_{l1}, ..., x_{ln}, y_l), \ l = 1, ..., p$$

In a conventional linguistic fuzzy model, the set of linguistic values taken by input and output variables is defined in advance. Furthermore, the meaning (semantics) of each linguistic value $A_{ij}$ is determined by the membership function $\mu_{A_{ij}}(.)$ and a same linguistic value may appear in a number of fuzzy rules. However, in every fuzzy rule in which this linguistic value appears it has the same semantics, i.e., the same membership function. This type of linguistic fuzzy model is called a descriptive linguistic fuzzy model. This paper does not take restrictions with regard to location and format of membership function. Thereby, it is considered a linguistic unconstrained free semantics fuzzy model (Cordón and Herrera, 1997).

3. STRUCTURE OF THE GENETIC FUZZY IDENTIFICATION

Two parts compose the genetic fuzzy identification method proposed herein:

- A module to fuzzy rules construction based on a real coded AG, and a covering method for the input-output example set. This part results in an initial fuzzy model structure and parameters;
- A module to fuzzy rules base reduction and simplification, where is verified the completeness of the fuzzy system.

3.1 Module to Genetic Construction of Fuzzy Rules

An important requirement to identify a fuzzy rule set $R$ describing the structure of a linguistic fuzzy model is the completeness property. This property ensures that for any input in the input domain (universe of discourse), this system must be able to infer a suitable output, in other words, the system will cover all possible states in the input and output domains to fuzzy systems (Lee, 1990).

To ensure the completeness property of system it is necessary to define the cover value of an example $e_l \in E_p$, and the compatibility degree between a rule and an example, according to the following: Let the nonempty union of the membership functions $\mu_{A_{ij}}(x_i)$ and $\mu_{B_{ij}}(y)$, then:

$$\mu_{A_{ij}}(x_i') = \min [\mu_{A_{ij}}(x_{i1}'), ..., \mu_{A_{ij}}(x_{in}')] \quad (3)$$

$$R_{e_l}(e_i) = \min [\mu_{A_{ij}}(x_i'), \mu_{B_{ij}}(y_j')] \quad (4)$$

Where: $R_{e_l}(e_i)$ is the compatibility degree between the rule $R_l$ and the example $e_i$; $l=1,...,p$; $\mu_{A_{ij}}(.)$ is the membership function to the $j$-th antecedent in $i$-th rule; $\mu_{B_{ij}}(.)$ is the membership function of the $i$-th rule consequent.

Given a fuzzy rules set $R$, the covering value to an example $e_i$ is defined as:

$$CV_R(e_i) = \bigcup_{e_l \in R_{e_l}} R(e_i), \quad (5)$$

And it is required that:

$$CV_R(e_i) \geq \tau, \quad (6)$$

Where: $m$ is the size of the rule base; $\tau$ is the minimum cover value; $CV_R(e_i)$ is the cover value of the example $e_i \in E_p$ in relation to the rule set $R$.

The fuzzy rules set must satisfy both of the conditions presented above, i.e., it has to ensure the completeness property and to have an adequate covering value.

The genetic construction of the fuzzy rules consists of a building method and a covering method, both working on a given set of examples. The building method is realized by means a GA encoding of a single fuzzy rule in each chromosome. The GA finds the best fuzzy rule in every run over the set of examples according the GA fitness function. The covering method is realized as an iterative process. It allows the construction of a fuzzy rules set such that they cover the set of examples. In each iteration, the construction method chooses the best chromosome (fuzzy rule), considers the relative covering value this fuzzy rule with respect to the example set, and removes all examples with a covering value greater than $\tau$ (equation (6)).

To verify the rule quality, it is used a variant of the well-known confidence factor (CF) measure. Let $A \rightarrow B$ denotes a rule, where $A$ is the rule antecedent (a conjunction of conditions) and $B$ is the rule consequent. The $CF$ measure is simply $|A \cap B|/|A|$, where $|x|$ denotes the cardinality of set $x$. In other words, $CF$ is the ratio of the number of examples that both satisfy the conditions in the rule antecedent and consequent over the number of examples satisfying the conditions in the rule antecedent (Quinlan, 1987).
A variant of this measure used in this paper is defined as:

$$\left| \{A \land B\} - \frac{1}{2}\right| |A| \geq \delta$$  \hspace{1cm} (7)

Where the operator $\land$ is defined as a t-norm $\min$ with $\delta=0.4$. The subtraction of $\frac{1}{2}$ factor from the numerator is to favor the discovery of more general rules, by avoiding the overfitting of the rules to data. (Arruda et al, 1999).

**Generation of initial population.** As mentioned before, a fuzzy rule will be a chromosome vector coded as a vector of real numbers. In the chromosome pool, each chromosome $C_r$, $r=1,\ldots,Q$, $Q=\text{population size}$, represents a fuzzy rule as:

$$\text{If } x_i \text{ is } A_1 \text{ and } \ldots \text{ and } x_n \text{ is } A_n \text{ Then } y \text{ is } B_r$$  \hspace{1cm} (8)

Where the real vectors $(a_{ij}, b_{ij})$, $(a_r, b_r)$, shown in figure 1, are the parameter vectors of the membership functions $\mu_{A_i}(x_j)$ and $\mu_{B_r}(y)$, respectively; $C_r$ codifies these vectors as:

$$(a_{r1}, b_{r1}, \ldots, a_{rn}, b_{rn}, a_r, b_r)$$  \hspace{1cm} (9)

The initial chromosome pool is created partially, considering the example set $E_p$ as follows:

- $t$ chromosomes are created in this phase, where $t=\min\{E_p/Q, \{Q/2\}\}$, $Q=$ size of the population;
- It is randomly selected $t$ examples $e_i \in E_p$, composing the set $E_t$ and for each example of $E_t$ is determined a chromosome belonging to the initial chromosome pool;
- Consider the example $e_i \in E_t$, and its component $e_i' \in [0,1]$, $\Delta e_i' = \min(\{e_i'-0\},1-e_i')$. Let $\gamma(e_i')$ be a random value in the range $\{0, \Delta e_i'\}$. The membership function will be: $(e_i', \gamma(e_i'))=(a_i', b_i')$, $a_i'$ = mean, and $b_i'$ = standard deviation. The procedure is the same for the remaining components of $e_i'$;
- The remaining $Q-t$ chromosomes of the initial population are chosen at random, each chromosome in its respective interval;

**Fitness function.** The fitness function used in this GA is composed by three different criteria:

High frequency value: the frequency of a fuzzy rule, $R_r$ on the set of examples $E_p$, is defined as:

$$\Psi_{e_i}(R_r) = \frac{1}{p} \sum_{i=1}^{p} R_r(e_i)$$  \hspace{1cm} (10)

Where: $R_r(e_i)$ is the compatibility degree between $R_r$ and $e_i$; $p$ is the size of $E_p$.

High average covering degree on positive examples: the set of positive examples for $R_r$ with compatibility degree greater than or equal to $w$ is defined as:

$$E_{+}^{w}(R_r) = \{e_i \in E_p / R_r(e_i) \geq w\}$$  \hspace{1cm} (11)

The average covering degree on $E_{+}^{w}(R_r)$ is defined as:

$$G_{e_i}(R_r) = \frac{|\{e_i \in E_{+}^{w}(R_r)\}|}{|E_{+}^{w}(R_r)|}$$  \hspace{1cm} (12)

Where: $n_{+}^{w}(R_r) = |E_{+}^{w}(R_r)|$, $w \in [0,1]$ (13)

Small negative example set: the set of the negative examples for $R_r$ is defined as:

$$E_{-}^{e_i}(R_r) = \{e_i \in E_p / R_r(e_i) = 0 \text{ and } A_i(e_i') > 0\}$$  \hspace{1cm} (14)

An example is considered negative for a fuzzy rule when it better matches some other fuzzy rule with the same antecedent (if-part), but a different consequent. The negatives examples are always considered on the complete training set of examples (in this case, the set $E_p$). Let $n_{-}^{e_i} = |E_{-}^{e_i}(R_r)|$, the penalty function on the negative examples set is:

$$g_{n^{e_i}}(R_r) = \begin{cases} 1, & \text{if } n_{-}^{e_i} \leq kn_{+}^{e_i}(R_r) \\ \frac{1}{n_{-}^{e_i} - kn_{+}^{e_i}(R_r) + 1}, & \text{otherwise} \end{cases}$$  \hspace{1cm} (15)

A number of negative examples per fuzzy rule without any penalty is tolerated, if this number isn’t up to a percentage of the number of positive examples, $kn_{+}^{e_i}(R_r)$. This percentage is determined by the parameter $k \in [0,1]$.

Thereby, the fitness function is defined in the equation (16) and the goal is to maximize the fitness function:

$$Z(R_r) = \Psi_{e_i}(R_r) \cdot G_{e_i}(R_r) \cdot g_{n^{e_i}}(R_r)$$  \hspace{1cm} (16)

With this criterion, the AG looks for a fuzzy rule having a high frequency value, a high covering degree, and a small negative example set.

### 3.2 Genetic Algorithm Specification

The genetic algorithm toolbox (gaot) of Matlab® was used to implement this work.

Each chromosome represents a rule (like in the equation (8)), and each membership function is represented by a two-tuple. If the goal model’s is the
fuzzy rule representation. Now, a membership function is represented by a vector with three elements: (a b c), as in figure 2.

Fig. 2 – The new membership function representation

The simplification algorithm merges similar fuzzy sets by use of a threshold: \( \eta \in (0,1) \). For each variable, it is calculated the membership functions similarity measure, \( s \), and the membership functions with \( s \geq \eta \) are merged. The rule base is updated by replacing the new membership function for the ones merged. The new membership function parameters are the similar membership functions parameters mean. Then, the new membership parameters are adjusted to cover all the universe of discourse.

This merging process needs a modification in the fuzzy rule representation. There are two basic kinds of genetic operators: crossover and mutation. The crossover operator combines the features of two parent chromosomes to form two similar offspring. It is applied at a random position with a probability \( P_c \). The mutation operator arbitrarily alters one or more components of a selected chromosome in order to increase the population structural variability. Each position of each chromosome vector in the population undergoes a random change according to a probability defined by a mutation rate, the so-called mutation probability \( P_m \). The genetic operators used were: non-uniform mutation with \( P_m = 0.07 \) (7% of population), and arithmetic crossover with \( P_c = 0.6 \) (60% of population). The selection procedure used was the ranking method with size equal \( (Q)^{1/2} \).

### 3.3 Module of Fuzzy Rule Base Reduction and Simplification

The complexity of a rule base is determined by the number of rules, and the number of different fuzzy sets belonging to each systems variable (Roubos and Setnes, 2001).

The number of membership functions belonging to each variable is not determined a priori. It may result in concentric membership functions generating a high sized rule base. This implementation uses the similarity driven rule base simplification method, proposed in (Babuska et al., 1998) to reduce this rule base. A similarity measure is used to quantify the redundancy among fuzzy sets in the rule base. Similar fuzzy sets, representing compatible concepts, are merged in order to obtain a generalized concept. The new fuzzy set replaces the similar ones in the rule base. This reduces the number of different fuzzy sets (linguistic terms) used in the model. The similarity measure is calculated as:

\[
S(A, B) = \frac{\min(A, B)}{\max(A, B)} \sum_{i=1}^{d} \frac{\min(\mu_A(x_i), \mu_B(x_i))}{\max(\mu_A(x_i), \mu_B(x_i))}
\]

(18)

Where \( |.| \) denotes cardinality of a set. The membership functions \( \mu_A(x_i) \) and \( \mu_B(x_i) \) are defined on a discretized universe of discourse \( D = \{ x_k | k = 1,2,\ldots,d \} \), where \( d \) is number of discrete values.

The simplification algorithm merges similar fuzzy sets by use of a threshold: \( \eta \in (0,1) \). For each variable, it is calculated the membership functions similarity

4. IDENTIFICATION ALGORITHM

Let \( E_p \) the training example set, the genetic fuzzy identification method is composed by the following steps:

**Step 1:** Establish the training data set and the test data set, where these sets are disjunct. It is used 1/3 of available example data to training and 2/3 to the testing;

**Step 2:** Run the module to fuzzy rules construction;

**Step 2.1:** While \( |E_p| \neq 0 \) do the steps 2.2 to 2.6:
5. EXPERIMENTAL RESULTS

This section describes the obtained results with the developed algorithm applying to inverted pendulum example, described by Hui et al. (1993).

Let consider a fuzzy model with three inputs ($y(t-1)$, $u(t-1)$, $u(t-2)$) and an output ($y(t)$). Then, the goal is to identify the membership functions describing these four variables, and the rules that describe the system behavior. For this, 201 samples from the system were collected, and 1/3 of these samples was used to training and 2/3 to testing. The performance index used to result validation are:

\begin{align}
MSE &= \frac{1}{p} \sum_{i=1}^{p} (y(t) - y_i(t))^2 \\
NRMSE &= \frac{\sqrt{\text{MSE}} \times 100}{\sum_{i=1}^{p} y_i(t)}
\end{align}

Where: $MSE$ is the mean-square error between the expected and obtained (fuzzy) output, $NRMSE$ is the normalized root mean-square error between the expected and fuzzy outputs, $p$ is the number of data, $y(t)$ is the expected output and $y_i(t)$ is the fuzzy output.

5.1 Obtained Fuzzy Model

The obtained results are shown in the tables 1, 2, and 3. The table 1 contains the error description ($MSE$ and $NRMSE$), the number of rules in the rule base ($r$), and the number of membership functions, to each system variable ($nmi1$), ($nmi2$), ($nmi3$) and ($nmo$), for the input 1, input 2, input 3 and the output, respectively.

<table>
<thead>
<tr>
<th>fuzzy set</th>
<th>variable belonging</th>
<th>set parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>E11</td>
<td>$y(t-1)$ - input 1</td>
<td>[-0.0900, 0.010, 0.1129]</td>
</tr>
<tr>
<td>E12</td>
<td>$y(t-1)$ - input 1</td>
<td>[0.0108, 0.1600, 0.6450]</td>
</tr>
<tr>
<td>E13</td>
<td>$y(t-1)$ - input 1</td>
<td>[0.1600, 0.6450, 0.9100]</td>
</tr>
<tr>
<td>E14</td>
<td>$y(t-1)$ - input 1</td>
<td>[0.8737, 0.9100, 1.2000]</td>
</tr>
<tr>
<td>E21</td>
<td>$u(t-1)$ - input 2</td>
<td>[-0.2222, 0, 1.0000]</td>
</tr>
<tr>
<td>E22</td>
<td>$u(t-1)$ - input 2</td>
<td>[0, 1.0000, 1.2634]</td>
</tr>
<tr>
<td>E31</td>
<td>$u(t-2)$ - input 3</td>
<td>[-0.2518, 0, 1.0000]</td>
</tr>
<tr>
<td>E32</td>
<td>$u(t-2)$ - input 3</td>
<td>[0, 1.0000, 1.2093]</td>
</tr>
<tr>
<td>S1</td>
<td>$y(t)$ - output</td>
<td>[-0.0343, 0.0200, 0.2800]</td>
</tr>
<tr>
<td>S2</td>
<td>$y(t)$ - output</td>
<td>[0.0200, 0.2800, 0.4695]</td>
</tr>
<tr>
<td>S3</td>
<td>$y(t)$ - output</td>
<td>[0.4164, 0.6400, 0.8500]</td>
</tr>
<tr>
<td>S4</td>
<td>$y(t)$ - output</td>
<td>[0.6400, 0.8500, 1.2000]</td>
</tr>
</tbody>
</table>

The obtained rule base is showed in table 3. Each line corresponds to a rule with three antecedents ($y(t-1), u(t-1), u(t-2)$) and a consequent ($y(t)$).

<table>
<thead>
<tr>
<th>fuzzy set</th>
<th>variable belonging</th>
<th>set parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>E11</td>
<td>$y(t-1)$ - input 1</td>
<td>[-0.0900, 0.010, 0.1129]</td>
</tr>
<tr>
<td>E12</td>
<td>$y(t-1)$ - input 1</td>
<td>[0.0108, 0.1600, 0.6450]</td>
</tr>
<tr>
<td>E13</td>
<td>$y(t-1)$ - input 1</td>
<td>[0.1600, 0.6450, 0.9100]</td>
</tr>
<tr>
<td>E14</td>
<td>$y(t-1)$ - input 1</td>
<td>[0.8737, 0.9100, 1.2000]</td>
</tr>
<tr>
<td>E21</td>
<td>$u(t-1)$ - input 2</td>
<td>[-0.2222, 0, 1.0000]</td>
</tr>
<tr>
<td>E22</td>
<td>$u(t-1)$ - input 2</td>
<td>[0, 1.0000, 1.2634]</td>
</tr>
<tr>
<td>E31</td>
<td>$u(t-2)$ - input 3</td>
<td>[-0.2518, 0, 1.0000]</td>
</tr>
<tr>
<td>E32</td>
<td>$u(t-2)$ - input 3</td>
<td>[0, 1.0000, 1.2093]</td>
</tr>
<tr>
<td>S1</td>
<td>$y(t)$ - output</td>
<td>[-0.0343, 0.0200, 0.2800]</td>
</tr>
<tr>
<td>S2</td>
<td>$y(t)$ - output</td>
<td>[0.0200, 0.2800, 0.4695]</td>
</tr>
<tr>
<td>S3</td>
<td>$y(t)$ - output</td>
<td>[0.4164, 0.6400, 0.8500]</td>
</tr>
<tr>
<td>S4</td>
<td>$y(t)$ - output</td>
<td>[0.6400, 0.8500, 1.2000]</td>
</tr>
</tbody>
</table>

Figures 3, 4, 5, and 6 present the universe of discourse partition of each model variable.
This paper has presented a fuzzy model identification methodology with this characteristic. Two parts compose the proposed method: a module based on GA, that generates the fuzzy model rule base, and a rule base reduction and simplification module that ensures the obtained fuzzy model completeness property. This is an advantage of the method: it allows to manage the trade-off between fuzzy model accuracy and complexity in accordance with the user choices.

The method validity was verified by inverted pendulum simulated identification. The obtained model reproduces adequately the system behavior. However, it is still necessary to realize comparatives studies with another fuzzy identification methods to verify the method validity.
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