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Abstract: In this paper, the linear quadratic optimal control problem for multiparameter singularly perturbed systems (MSPS) is studied in a different approach from the existing methods. The attention is focused on the design of a near–optimal controller which does not depend on the values of the small unknown parameters. It is shown that the resulting controller achieves $O(||\mu||^2)$ approximation of the optimal cost for the special case of the fast subsystems compared with the existing results. Moreover, it is also shown that the resulting controller is equivalent to the existing composite controller.
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1. INTRODUCTION

The deterministic and stochastic multimodeling stability, control, filtering and dynamic games have been investigated extensively by several researchers (see e.g., Khalil and Kokotović, 1978, 1979; Coumarbatch and Gajić, 2000; Gajić, 1988; Wang et al., 1994). The multimodeling problems arise in large–scale dynamic systems. For example, these multimodel situations in practice are illustrated by the multiarea power system (Khalil and Kokotović, 1978). In order to obtain the optimal solution to the multimodeling problems, we must solve the multiparameter algebraic Riccati equation (MARE), which are parameterized by the small positive same order parameters $\varepsilon_j, j = 1, 2, \cdots$. Various reliable approaches for solving the MARE have been well documented in literatures (see e.g., Coumarbatch and Gajić, 2000; Mukaidani et al. 2002). However, these results are limited to the case that the small parameters are assumed to be known. Thus, it is not applicable to a large class of problems where the parameters represent small unknown perturbations whose values are not known exactly.

A popular approach to deal with the MSPS is the two–time–scale design method (see e.g., Khalil and Kokotović, 1978, 1979; Gajić, 1988; Kokotović et al., 1986). For example, optimal control of a class of the MSPS has been studied by Khalil and Kokotović (1979), where the design of the $\varepsilon_j$–independent reduced–order controller has been suggested. When $\varepsilon_j$ is very small or unknown the previously used technique is very efficient. In Wang et al. (1994), using the descriptor variable approach, the main results of Khalil and Kokotović (1979) have been improved for the nonstan-
standard MSPS such that at least one of the fast state matrices is singular. However, the existing controllers proposed in Wang et al. (1994) and Khalil and Kokotović (1979) only achieve \( O(\| \mu \|) \) (where \( \mu = [ \epsilon_1 \, \epsilon_2 ] \)) approximation of the optimal cost.

In this paper, we study the linear quadratic optimal control problem for the MSPS. For this purpose, we first investigate the unique and bounded solution of the MARE and establish its asymptotic structure. Using the asymptotic structure, a new near-optimal controller which does not depend on the values of the small parameters is obtained. This is done by eliminating the parameters \( \epsilon_j \) for the full-order controller. It should be pointed out that the design method proposed in this paper is quite different from the two-time-scale design method and the descriptor variable approach (Wang et al., 1994). As a result, we have only to solve the algebraic Riccati equation (ARE) with same order dimension of the reduced-order slow and each fast systems which do not depend on the values of the small parameters. It is emphasized that the resulting controller achieves \( O(\| \mu \|^2) \) approximation of the optimal cost for the special case of the fast subsystems compared with the previously proposed controller in (Khalil and Kokotović, 1979; Wang et al., 1994). Even if the parameters are unknown, when the parameters are sufficiently small, the proposed near-optimal controller can be used reliably for the MSPS. As another important feature, when the fast state matrix \( A_{jj} \) is nonsingular, we show that the resulting controller is equivalent to the composite controller which is based on the two-time-scale design method. Therefore, we claim that the new near-optimal controller includes the existing one as a special case.

2. THE MSPS

We consider the linear time-invariant MSPS

\[
\begin{align*}
\dot{x}_0(t) &= A_{00}x_0(t) + A_{01}x_1(t) + A_{02}x_2(t) \\
&\quad + B_{01}u_1(t) + B_{02}u_2(t), \quad x_0(0) = x_0^0, \\
\dot{\epsilon}_1x_1(t) &= A_{10}x_0(t) + A_{11}x_1(t) + \epsilon_1A_{12}x_2(t) \\
&\quad + B_{11}u_1(t), \quad x_1(0) = x_1^0, \\
\dot{\epsilon}_2x_2(t) &= A_{20}x_0(t) + \epsilon_2A_{21}x_1(t) + A_{22}x_2(t) \\
&\quad + B_{22}u_2(t), \quad x_2(0) = x_2^0,
\end{align*}
\]  

(1a, 1b, 1c)

where \( x_j \in \mathbb{R}^{n_j}, \, j = 0, \, 1, \, 2 \) are the state vectors, \( u_j \in \mathbb{R}^{m_j}, \, j = 1, \, 2 \) are the control inputs. All the matrices are constant matrices of appropriate dimensions.

\( \epsilon_1 \) and \( \epsilon_2 \) are two small positive singular parameters of the same order of magnitude such that  

\[ 0 < k_{12} \leq \alpha = \frac{\epsilon_1}{\epsilon_2} \leq \bar{k}_{12} < \infty. \]  

(2)

That is, we assume that the ratio of \( \epsilon_1 \) and \( \epsilon_2 \) is bounded by some positive constants \( \frac{1}{\bar{k}_{12}} \) and \( k_{12} \). \( \epsilon_1 \) and \( \epsilon_2 \) are two weak coupling between the fast subsystems. Note that the coupling parameters \( \epsilon_2 \) and \( \epsilon_1 \) can be positive, negative or zero. We note that the fast state matrices \( A_{jj}, \, j = 1, \, 2 \) may be singular. In the optimal control of the above MSPS, the performance criterion is given by

\[
J = \frac{1}{2} \int_{0}^{\infty} \dot{z}^T(t)z(t)dt,
\]  

(3)

\[
z(t) = C \begin{bmatrix} x_0(t) \\ x_1(t) \\ x_2(t) \end{bmatrix} + D \begin{bmatrix} u_1(t) \\ u_2(t) \end{bmatrix} = Cx(t) + Du(t),
\]

where

\[
C := \begin{bmatrix} C_{10} & C_{11} & 0 \\ C_{20} & 0 & C_{22} \end{bmatrix},
\]

\[
C^T C = Q := \begin{bmatrix} Q_{00} & Q_{01} & Q_{02} \\ Q_{01}^T & Q_{11} & 0 \\ Q_{02}^T & 0 & Q_{22} \end{bmatrix},
\]

\[
D^T D = R := \begin{bmatrix} R_1 & 0 \\ 0 & R_2 \end{bmatrix} > 0, \quad C^T D = 0.
\]

It is well known that the solution of the linear quadratic control problem (1) and (3) is given by (Khalil and Kokotović, 1978; Coumarbatch and Gajić, 2000),

\[
u_{\text{opt}}(t) = \begin{bmatrix} u_1(t) \\ u_2(t) \end{bmatrix} = -R^{-1}B_{c}^TP_c x(t),
\]  

(4)

where \( P_c \) satisfies the MARE

\[
A_c^T P_c + P_c A_c - P_c S_c P_c + Q = 0,
\]  

(5)

with

\[
\begin{align*}
A_c &= \begin{bmatrix} A_{00} & A_{01} & A_{02} \\ \epsilon_1^{-1}A_{10} & A_{11} & \epsilon_1^{-1}A_{12} \\ \epsilon_2^{-1}A_{20} & \epsilon_2^{-1}A_{21} & A_{22} \end{bmatrix} \\
S_c &= B_c R^{-1}B_{c}^T = \begin{bmatrix} S_{00} & \epsilon_1^{-1}S_{01} & \epsilon_2^{-1}S_{02} \\ \epsilon_1^{-1}S_{01} & \epsilon_1^{-2}S_{11} & 0 \\ \epsilon_2^{-1}S_{02} & 0 & \epsilon_2^{-2}S_{22} \end{bmatrix}
\end{align*}
\]

\( \in \mathbb{R}^{\tilde{n} \times \tilde{n}} \), \( \tilde{n} := n_0 + n_1 + n_2 \),

\[
S_c := B_c R^{-1}B_{c}^T = \begin{bmatrix} S_{00} & \epsilon_1^{-1}S_{01} & \epsilon_2^{-1}S_{02} \\ \epsilon_1^{-1}S_{01} & \epsilon_1^{-2}S_{11} & 0 \\ \epsilon_2^{-1}S_{02} & 0 & \epsilon_2^{-2}S_{22} \end{bmatrix}
\]  

\( \in \mathbb{R}^{\tilde{n} \times \tilde{m}} \), \( \tilde{m} := m_1 + m_2 \).

Moreover, the optimal cost is given by
If we know the values of the small parameters $\varepsilon_1$, $\varepsilon_2$, $\varepsilon_{12}$ and $\varepsilon_{21}$, this optimal control problem could be solved (Commarbatch and Gajić, 2000; Mukaidani et al. 2002). However, it is impossible to obtain the optimal control when the small parameters are unknown. In such cases, the exact controller (4) cannot be used.

A near-optimal control design for the MSPS has been proposed in Khalil and Kokotović (1978, 1979). The algorithm consists of solving three separate subproblems, one in a slow time scale and two in fast time scale, and then combining the solutions of these problems to form a composite controller. However, in order to separate the MSPS the nonsingularity of the matrices $A_{jj}$, $j = 1, 2$ are required. To avoid these assumptions we propose a new design method, which is based on the approximate theory in a different approach from the composite design.

### 3. THE MARE

Before we present the near-optimal controller, we first introduce the asymptotic structure for the MARE (5). A solution $P_e$ of the MARE (5), if it exists, must contain the parameters $\varepsilon_j$, $j = 1, 2$ because the matrices $A_e$ and $B_e$ contain the $\varepsilon_j^{-1}$-order parameter. Taking into account this fact, we look for a solutions $P_e$ of the MARE (5) with the structure

$$P_e := \begin{bmatrix} P_{00} & \varepsilon_1 P_{10}^T & \varepsilon_2 P_{20}^T \\ \varepsilon_1 P_{10} & P_{11} & \sqrt{\varepsilon_1 \varepsilon_2} P_{21}^T \\ \varepsilon_2 P_{20} & \sqrt{\varepsilon_1 \varepsilon_2} P_{21} & P_{22} \end{bmatrix} \in \mathbb{R}^{2 \times n}(7)$$

where $P_{00} = P_{00}^T$, $P_{11} = P_{11}^T$, $P_{22} = P_{22}^T$.

It is assumed that the limit of $\alpha$ exists as $\varepsilon_1$ and $\varepsilon_2$ tend to zero, that is (see e.g., Khalil and Kokotović, 1978, 1979)

$$\hat{\alpha} = \lim_{\varepsilon_1 \to +0, \varepsilon_2 \to +0} \alpha. \quad (8)$$

Furthermore, without loss of generality, the following assumptions are made (Wang et al. 1994).

**Assumption 1:** The triples $(A_{jj}, B_{jj}, C_{jj})$, $j = 1, 2$ are stabilizable and detectable.

**Assumption 2:**

$$\begin{bmatrix} sI_{n_0} - A_{00} & -A_{01} & -A_{02} & B_{01} & B_{02} \\ -A_{10} & -A_{11} & 0 & B_{11} & 0 \\ -A_{20} & 0 & -A_{22} & 0 & B_{22} \end{bmatrix} = n,$$

$$\begin{bmatrix} sI_{n_0} & -A_{00}^T & -A_{10}^T & -A_{20}^T & C_{01}^T & C_{02}^T \\ -A_{01}^T & -A_{11}^T & 0 & C_{11}^T & 0 \\ -A_{02}^T & 0 & -A_{22}^T & 0 & C_{22}^T \end{bmatrix} = n,$$

where $\text{Re}[s] \geq 0$, $s \in C$.

**Assumption 3:** The Hamiltonian matrix $T_{jj}$, $j = 1, 2$ is nonsingular, where

$$T_{jj} := \begin{bmatrix} A_{jj} & -S_{jj}^T \\ -Q_{jj} & -A_{jj}^T \end{bmatrix}.$$
with the same dimension as \([ C_{10}^T \quad C_{20}^T ]^T\) such that
\[ S_s = B_s R^{-1} B_s^T, \quad Q_s = C_s^T C_s. \] That is,
\[
S_s := \left[ B_{01} + N_{01} B_{11} B_{02} + N_{02} B_{22} \right],
\]
\[
Q_s := \left[ C_{10}^T + L_{10}^T C_{11}^T C_{20}^T + L_{20}^T C_{22}^T \right],
\]
\[
j = 1, 2, \quad L_{0j} := -E_{jj}^{-1} E_{j0},
\]
\[
E_{j0} := A_{0j} - \tilde{W}_{jj} Q_{0j}^{-1}, \quad E_{jj} := A_{jj} - \tilde{W}_{jj} Q_{jj},
\]
\[
\tilde{W}_{jj} A_{jj} + A_{jj} \tilde{W}_{jj} - \tilde{W}_{jj} Q_{jj} \tilde{W}_{jj} + S_{jj} = 0.
\]
Moreover, the triple \((A_s, B_s, C_s)\) is stabilizable and detectable.

It should be remarked that the solution \(P_e\) of the MARE (5) is a function of the multiparameters \(\varepsilon_j, \quad j = 1, 2, \varepsilon_{12}\) and \(\varepsilon_{21}\). But, the solutions \(\bar{P}_{10}, \bar{P}_{11}\) and \(\bar{P}_{22}\) of (9a) and (9c) are independent of the multiparameters \(\varepsilon_j, \varepsilon_{12}\) and \(\varepsilon_{21}\), respectively. Moreover, we do not assume here that \(A_{jj}, \quad j = 1, 2\) are nonsingular. Thus, our new results are applicable to more realistic MPS compared with the existing results (Gajić, 1988).

The following lemma will establish the relation between \(P_e\) and the reduced-order solutions (9) (Mukaidani, 2001; Mukaidani and Mizukami, 2001; Mukaidani et al. 2002).

**Lemma 2:** Under the assumptions 1–3, there exists small \(\sigma^*\) such that for all \(|\mu| \in (0, \sigma^*)\) the MARE (5) admits a symmetric positive semidefinite stabilizing solution \(P_e\) which can be written as
\[
P_e = \left[ \begin{array}{c}
\bar{P}_{10} + O(|\mu|) & \varepsilon_1 (\bar{P}_{10} + O(|\mu|))^T \\
\varepsilon_1 (\bar{P}_{11} + O(|\mu|)) & \varepsilon_2 (\bar{P}_{20} + O(|\mu|)) \\
\varepsilon_2 (\bar{P}_{22} + O(|\mu|)) \\
\end{array} \right].
\]

It should be noted that the entries \((2, 3)\) and \((3, 2)\) of the solution \(P_e\) can be written as \(\varepsilon_1 \varepsilon_2 O(|\mu|)\) because \(\bar{P}_{21} = 0\). With respect to the results of Gajić (1988), we do not require the singularity of \(A_{jj}, \quad j = 1, 2\).

### 4. NEAR–OPTIMAL CONTROL

The required solution of the MARE (5) exists under the assumptions 1–3. Our attention is focused on the specific linear state feedback controller which does not depend on the values of the small parameters. Such the linear state feedback controller is obtained by eliminating \(O(|\mu|)\) item of the linear state feedback controller (4). If \(|\mu| := \sqrt{\varepsilon_1 \varepsilon_2}\) is very small, it is obvious that the linear state feedback controller (4) can be approximated as
\[
u_{app}(t) = -R^{-1} B^T \bar{P} x(t)
\]
\[
= -R^{-1} B^T \left[ \begin{array}{ccc}
P_{00} & 0 & 0 \\
\bar{P}_{10} & \bar{P}_{11} & 0 \\
\bar{P}_{20} & 0 & \bar{P}_{22} \\
\end{array} \right] x(t),
\]
where \(B = \Phi_c B_e\), \(\Phi_c = \text{block} - \text{diag} \{ I_{n_0}, \varepsilon_1 I_{n_1}, \varepsilon_2 I_{n_2} \}\).

**Remark:** Even though it is quite different from the composite controller design (Khalil and Kokotović, 1979; Wang et al., 1994; Xu et al., 1997), the resulting controller (12) is similar to the existing one. In fact, it will be proved later.

When \(|\mu|\) is sufficiently small, we know from Lemma 2 that the resulting controller (12) will be close to the optimal controller (4). In an optimization problem it is of interest to check whether the resulting value of the cost function will be near its optimal value.

**Theorem 1:** Under the assumptions 1–3, the use of the reduced–order controller (12) results in \(J_{app}\) satisfying
\[
J_{app} = J_{opt} + O(|\mu|^2).
\]

**Proof:** When \(u_{app}\) is used, the value of the performance index is
\[
J_{app} = \frac{1}{2} x(0)^T W_c x(0),
\]
where \(W_c\) is a positive semidefinite solution of the following multiparameter algebraic Lyapunov equation (MALE) as \(P_e = \Phi_c \bar{P}\)
\[
(A_c - S_c \bar{P})^T W_c + W_c (A_c - S_c \bar{P}) + \bar{P} S_c P_c + Q = 0.
\]
Subtracting (5) from (15) we find that \(V_c = W_c - P_e\) satisfies the following MALE
\[
(A_c - S_c \bar{P})^T V_c + V_c (A_c - S_c \bar{P}) + (P_e - \bar{P}_e) S_c (P_e - \bar{P}_e) = 0.
\]
We again assume the form (17) for \(V_c\) as follows.
\[
V_c = \left[ \begin{array}{ccc}
V_{00} & \varepsilon_1 V_{10}^T & \varepsilon_2 V_{20}^T \\
\varepsilon_1 V_{10} & \varepsilon_1 V_{11} & \varepsilon_1 V_{21} \\
\varepsilon_2 V_{20} & \varepsilon_1 V_{21} & \varepsilon_2 V_{22} \\
\end{array} \right].
\]
\[ D_0^T V_00 + V_00 D_00 + D_{10}^T V_{10} + V_{10}^T D_{10} + D_{20}^T V_{20} + V_{20}^T D_{20} + O(\|\mu\|^2) = 0, \]  
\[ V_00 D_{01} + V_{10}^T D_{11} + \varepsilon_1 D_{01}^T V_{10} + \varepsilon_2 D_{01}^T V_{20} + D_{10}^T V_{11} + \sqrt{\alpha} D_{10}^T V_{21} + O(\|\mu\|^2) = 0, \]  
\[ V_00 D_{02} + V_{20}^T D_{21} + \varepsilon_2 D_{02}^T V_{11} + \varepsilon_2 D_{02}^T V_{21} + D_{20}^T V_{22} + \frac{1}{\sqrt{\alpha}} D_{21}^T V_{21} + O(\|\mu\|^2) = 0, \]  
\[ D_{11}^T V_{11} + V_{11} D_{11} + \varepsilon_1 D_{11}^T V_{10} + \varepsilon_2 D_{11}^T V_{20} + \varepsilon_2 D_{11}^T V_{21} + \sqrt{\alpha} D_{11}^T V_{22} + \frac{1}{\sqrt{\alpha}} D_{11}^T V_{21} + O(\|\mu\|^2) = 0, \]  
\[ D_{22}^T V_{22} + V_{22} D_{22} + \varepsilon_2 D_{22}^T V_{11} + \frac{1}{\sqrt{\alpha}} D_{22}^T V_{21} + O(\|\mu\|^2) = 0, \]  
\[ V_00 = O(\|\mu\|^2) V_{pq}^{(2)}, \quad V_{pq}^{(2)} \neq 0. \]  

Hence
\[ V_e = W_e - P_e = O(\|\mu\|^2), \]  
which implies (13).

We have therefore provided a complete theoretic analysis of the near-optimality of the reduced-order optimal control for the MSPS. Note that the intuitive result of Theorem 1 can be also proved by using Newton–Kantorovich theorem (Ortega, 1970).

In the rest of this section, we will show that the near-optimal controller (12) is equivalent to the existing composite optimal controller (Wang et al., 1994; Kokotović et al., 1986). Let \( A_{jj}, \ j = 1, 2 \) be nonsingular. Then, the composite optimal controller is
\[ u_{com}(t) = -R^{-1} B^T X(t) \]
\[ = -R^{-1} B^T \begin{bmatrix} X_{00} & 0 & 0 \\ X_{10} & X_{11} & 0 \\ X_{20} & X_{22} & \end{bmatrix} x(t). \]

In the above, \( X_{00} \) is the unique stabilizing positive semidefinite symmetric solution of the ARE
\[ (A_r - B_r R_r^{-1} E_r^T C_r) X_{00} + X_{00} (A_r - B_r R_r^{-1} E_r^T C_r) X_{00} + C_r^T (I_{n_0} - E_r R_r^{-1} E_r^T) C_r = 0, \]  
where
\[ A_r = A_{00} - A_{01} A_{11}^T A_{10} - A_{02} A_{22}^T A_{20}, \]
\[ B_r = \begin{bmatrix} B_{01} - A_{01} A_{11}^T B_{11} \\ B_{02} - A_{02} A_{22}^T B_{22} \end{bmatrix}, \]
\[ C_r = \begin{bmatrix} C_{10} - A_{11} A_{11}^T A_{10} \\ C_{20} - A_{22} A_{22}^T A_{20} \end{bmatrix}, \]
\[ E_r = -\begin{bmatrix} C_{11} A_{11}^{-1} B_{11} & 0 \\ 0 & C_{22} A_{22}^{-1} B_{22} \end{bmatrix}. \]

Since \( D_{11} \) and \( D_{22} \) are stable, using the standard properties of the algebraic Lyapunov equation (ALE) (Zhou, 1998), we deduce that \( V_{pq} = 0, \ pq = 11, 22 \), where \( V_{pq} = 0 \) are 0-order solutions of (18). Using \( \tilde{V}_{pq} = 0, \ pq = 11, 21, 22 \), we get
\[ D_0^T \tilde{V}_{00} + V_{00} D_00 = 0, \]
\[ \tilde{V}_{j0}^T = -V_{00} D_{0j} D_{j0}^{-1}, \ j = 1, 2. \]

Since \( D_0 := A_s - S_0 \bar{P}_{00} \) is stable from the ARE (9a) (Mukaidani, 2001; Mukaidani et al. 2002), we also deduce that \( \tilde{V}_{pq} = 0, \ pq = 00, 10, 20 \). Thus, we have
\[ V_{pq} = O(\|\mu\|) V_{pq}^{(1)}, \ pq = 00, 10, 20, 11, 21, 22. \]

Substituting \( V_{pq} = O(\|\mu\|) V_{pq}^{(1)} \) into (18) and following the above steps, we obtain the following equations because \( V_{pq}^{(1)} = V_{pq}^{(1)} |_{\|\mu\|=0} = 0 \).

\[ X_{jj}, \ j = 1, 2 \] are the unique stabilizing positive semidefinite solution of the following AREs
\[ A_{jj}^T X_{jj} + X_{jj} A_{jj} - X_{jj} S_{jj} X_{jj} + Q_{jj} = 0, \]
and \( X_{j0}, \ j = 1, 2 \) are
\[ X_{j0}^T = [X_{00} (S_{0j} X_{jj} - A_{0j}) - (A_{0j}^T X_{jj} + Q_{0j})) (A_{jj} - S_{jj} X_{jj})^{-1}. \]  

**Theorem 2:** Suppose that the fast state matrices \( A_{jj}, \ j = 1, 2 \) are nonsingular. Under the assumption 1–3, the following identities
\[ X_{jj} = \bar{P}_{jj}, \ X_{j0} = \bar{P}_{j0}, \ X_{00} = \bar{P}_{00}, \ j = 1, 2. \]
hold. Hence the resulting near–optimal controller (12) is the same as the composite optimal controller (21).

Proof: First, comparing (23) with (9c) $X_{jj} = \tilde{P}_{jj}$, $j = 1, 2$ yields directly. Second, comparing (24) with (9b) and noting that $X_{jj} = \tilde{P}_{jj}$, we have the conclusion that $X_{j0} = \tilde{P}_{j0}$, $j = 1, 2$ if $X_{00} = \tilde{P}_{00}$. Therefore, the remainder of the proof is to show that $X_{00} = \tilde{P}_{00}$. In order to do that, we only need to show that

$$A_r - B_r R_r^{-1} E^T_r C_r = A_s, \quad (26a)$$
$$B_r R_r^{-1} B_r^T = S_s, \quad (26b)$$
$$C_r^T (I_{n_0} - E_r R_r^{-1} E^T_r) C_r = Q_s. \quad (26c)$$

Before showing these relations, let us define (pp.115, Kokotović et al. 1986)

$$H = I_{n_1+n_2} + \begin{bmatrix} R_1^{-1} B_{11}^T \tilde{P}_{11} D_{11}^{-1} B_{11} & 0 \\ 0 & R_2^{-1} B_{22}^T \tilde{P}_{22} D_{22}^{-1} B_{22} \end{bmatrix} \quad (27)$$

Then,

$$H^{-1} = I_{n_1+n_2} - \begin{bmatrix} R_1^{-1} B_{11}^T \tilde{P}_{11} D_{11}^{-1} B_{11} & 0 \\ 0 & R_2^{-1} B_{22}^T \tilde{P}_{22} D_{22}^{-1} B_{22} \end{bmatrix} \quad (28)$$

Thus, using (28) and the ARE (9c) we have

$$H R^{-1} H^T = R^{-1}. \quad (29)$$

Let us further introduce six useful identities.

$$A^{-1}_{jj} + A^{-1}_{jj} S_{jj} \tilde{P}_{jj} D_{jj}^{-1} = D_{jj}^{-1}, \quad (30a)$$
$$A_{jj} + D_{jj}^{-1} S_{jj} \tilde{P}_{jj} A_{jj} = D_{jj}^{-1}, \quad (30b)$$
$$I_{n_1} + S_{jj} \tilde{P}_{jj} D_{jj}^{-1} = A_{jj} D_{jj}^{-1}, \quad (30c)$$
$$I_{n_1} + \tilde{P}_{jj} S_{jj} D_{jj}^{-1} = A_{jj}^T D_{jj}^{-1}, \quad (30d)$$
$$Q_{j0} - Q_{jj} A_{jj} A_{j0} = Q_{j0}^T + D_{jj}^T \tilde{P}_{jj} A_{jj}^T A_{j0}, \quad (30e)$$
$$-D_{j0} + N_{0j} S_{jj} \tilde{P}_{jj} = N_{0j} A_{jj}, \quad j = 1, 2. \quad (30f)$$

Hence, using the above relation, we have $A_r - B_r R_r^{-1} E^T_r C_r = A_s$ which proves (26a). Due to the page limitation, the rest of the proof of Theorem 2 is omitted. (See for e.g., Xu et al., 1999; Mukaidani, 2001)

From Theorem 2, we claim that the new near–optimal controller includes the existing composite optimal controller (21) as the special case.

5. CONCLUSION

In this paper, the optimal control problem associated with the MSPS has been considered. The main contribution of this paper is to propose the new design method of the $\varepsilon_j$–independent reduced–order controller. Note that the proposed design method is quite different from the existing method such as the two–time–scale design method and the descriptor variable approach. It has been newly shown that the resulting controller achieves $O(|\mu|^2)$ approximation of the optimal cost. Furthermore, since it has been proven that the resulting controller is equivalent to the existing composite controller, when the fast subsystems have the special form such controllers will achieve the $O(|\mu|^2)$ approximation.
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