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Abstract: This paper is concerned with finite horizon risk-sensitive filtering, prediction and smoothing problem for discrete-time singular systems. The problem is first converted to a minimax optimization of certain indefinite quadratic form. It is shown that a risk-sensitive estimator can be obtained by ensuring the minimum of the indefinite quadratic form to be maximum (minimum) when the risk-sensitivity parameter $\theta$ is negative (positive). An auxiliary state-space signal model and innovation sequences in Krein space are introduced to simplify our derivation. The finite horizon estimator is given based on a recursive Riccati equation by constructing a appropriate state space model.
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1. INTRODUCTION

The analysis and design of linear singular systems have a rich and growing literature (Lewis and Mertzios, 1989, Cobb, 1989) in the last few years. Part of the motivations for this activity comes from applications arising from robotic, economic, electric and chemical systems (Lewis and Mertzios, 1989). More recently, recursive state estimation for singular systems has been the subject of several studies (Dai, 1989, Nikoukhah et al., 1992, Zhang et al., 1998). In (Dai, 1989), the singular system under consideration is first transformed into a normal form via state augmentation and then the filtering problem is solved using standard results for nonsingular systems. A general formulation of a discrete-time filtering problem for singular systems has been given by Nikoukhah et al (1992). By applying a “dual approach” to estimation, a so-called “3-block” form for the optimal filter is derived based on a Riccati difference equation of a 3-block form.

Using an innovation analysis method in time domain together with an output predictor, Zhang et al (1998) proposed a unified approach for filtering, smoothing and prediction problems for singular systems. The estimators are derived by using an ARMA innovation model in Hilbert space and calculated based on one spectral factorization.

It should be noted that the aforementioned work concentrated on the $H_2$ state estimation. A more general estimation problem is to minimize an ex-
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potential function of the squared filtering error, or its expectation, thus penalizing all the higher order moments of the estimation error energy. This problem is termed a risk-sensitive filtering problem. The risk-sensitive filtering performed was first used by Jacobson (1973) and pursued further by Whittle (1990). As opposed to the $H_2$ filtering (risk-neutral filtering) which minimizes a quadratic error criterion, risk-sensitive filtering robustifies the filter against plant and noise uncertainties. It is worth pointing out that all existing results on the risk sensitive estimation have been focused on nonsingular systems.

In this paper we shall consider the finite horizon risk-sensitive filtering, prediction and smoothing problems for discrete-time singular systems. The risk-sensitive estimation is then shown to be equivalent to a minimax optimization of an indefinite quadratic form. To derive the risk-sensitive estimator through the minimax optimization, an appropriate auxiliary stochastic state-space model and the innovation sequence in Krein space are introduced. The finite horizon risk sensitive estimator is given in terms of one recursive Riccati equation through state augmentation.

We end this section by recalling the definition of Krein space (Hassibi et al., 1998).

**Definition** An abstract vector space $\{K, \langle \cdot, \cdot \rangle\}$ that satisfies the following requirements is called a Krein Space:

1) $K$ is a linear space over $\mathbb{C}$, the set of complex numbers.

2) There exists a bilinear form $\langle \cdot, \cdot \rangle \in K$ such that

   a) $\langle y, x \rangle = \langle x, y \rangle^*$

   b) $a(\alpha x + \beta y, u) = a(x, u) + b(y, u)$

3) The vector space $K$ admits a direct orthogonal sum decomposition

   $$K = K_+ \oplus K_- $$

   such that $\{K_+, \langle \cdot, \cdot \rangle\}$ and $\{K_-, \langle \cdot, \cdot \rangle\}$ are Hilbert spaces, and $\langle x, y \rangle = 0$, for any $x \in K_+$ and $y \in K_-$. 

It should be noted that Hilbert spaces satisfy not only 1) and 2), but also the requirement that $\langle x, x \rangle > 0$, for $x \neq 0$. In Krein Space we have $x \neq 0$ such that $\langle x, x \rangle = 0$ or $\langle x, x \rangle < 0$.

Whenever a Krein Space element and a Euclidean space element satisfy the same set of constraints, we shall denote them by the same letter with the former being bold and the latter being normal.

2. PROBLEM STATEMENT

Consider a stochastic linear time-invariant system described by the following discrete-time model:

$$Mx(t + 1) = \Phi x(t) + \Gamma e(t)$$
$$y(t) = Hx(t) + v(t)$$
$$z(t) = Lx(t)$$

where $x(t) \in R^n$, $e(t) \in R^s$, $y(t) \in R^m$, $v(t) \in R^n$ and $z(t) \in R^s$ represent the state, system stochastic noise, measurement output, measurement noise and the signal to be estimated, respectively. It is assumed that $e(t)$ and $v(t)$ are zero mean mutually uncorrelated Gaussian white noises with $\langle e(k), e(j) \rangle = E[e(k)e^T(j)] = Q_\delta \delta_{kj}$ and $\langle v(k), v(j) \rangle = E[v(k)v^T(j)] = Q_\delta \delta_{kj}$, where $E$ is the mathematical expectation, $\delta_{kj}$ is the Kronecker delta and $T$ denotes the transpose. We assume that $Q_\delta > 0$. The following assumptions will be made for (2)-(4).

**Assumption 2.1** $M$ is singular but the system (2) is regular, i.e. $\det(zM - \Phi) \neq 0$.

In this paper we consider a risk-sensitive estimation problem for the system (2)-(4). More precisely, the problem is stated as follows:

**Finite Horizon Risk-Sensitive Estimation**: Given a non-zero real scalar $\theta$ and the observation $\{y(i)\}_{i=0}^N$, find an estimate of $z(t + l) = Lx(t+l)$, denoted as $\hat{z}(t + l \mid t)$, $t = 0, 1, \ldots, N$, such that the following cost is minimized:

$$\min_{\hat{z}(t+l\mid t)} \left( -\frac{\theta}{2} \log \left[ E \exp \left( \frac{-\theta}{2} D_N \right) \right] \right)$$

where $D_N$ is given by

$$D_N = \sum_{t=0}^N [\hat{z}(t+l \mid t) - Lx(t+l)]^T \times [\hat{z}(t+l \mid t) - Lx(t+l)]$$

Observe that the above estimation problems include three cases, i.e. $l = 0$, $l > 0$ and $l < 0$ which correspond to the cases of filtering, prediction and smoothing, respectively.

3. PRELIMINARIES

In this section, we shall first transform the singular signal model (2)-(3) into a nonsingular but non-causal signal model. We shall also establish an equivalence between the risk-sensitive estimation problem and a minimax optimization.

First, under Assumption 2.1, there exist nonsingular matrices $Q_1$ and $P_1$ such that (Cobb, 1984)

$$Q_1 MP_1 = \begin{bmatrix} I_{n_1} & 0 \\ 0 & M_1 \end{bmatrix}, \quad Q_1 \Phi P_1 = \begin{bmatrix} \Phi_1 & 0 \\ 0 & I_{n_2} \end{bmatrix}$$

(7)
where $n_1 + n_2 = n$, $M_1$ is a nilpotent matrix with index $\lambda_0$, i.e., $M_1^{\lambda_0} = 0$, $M_1^{\lambda_0-1} \neq 0$.

The system (2)-(3) is restricted system equivalent (RSE) to (Zhang et al., 1998, Cobb, 1984):

\[ x_1(t+1) = \Phi_1 x_1(t) + \Gamma_1 e(t) \]  \hspace{1cm} (8)
\[ M_1 x_2(t+1) = x_2(t) + \Gamma_2 e(t) \]  \hspace{1cm} (9)
\[ y(t) = H_1 x_1(t) + H_2 x_2(t) + v(t) \]  \hspace{1cm} (10)

where $x_1(t) \in \mathbb{R}^{n_1}$ and

\[ \tilde{x}(t) = \begin{bmatrix} x_1(t) \\ x_2(t) \end{bmatrix} = P_{-1} x(t), \]
\[ \begin{bmatrix} \Gamma_1 \\ \Gamma_2 \end{bmatrix} = Q_1 \Gamma, \quad [H_1, H_2] = HP_1 \]

It follows from (9) that

\[ \tilde{x}_2(t+1) = -\Gamma_2^{(1)} e(t+1) - \Gamma_2^{(2)} e(t+2) - \cdots - \Gamma_2^{(\lambda_0)} e(t+\lambda_0) \]  \hspace{1cm} (11)

where

\[ \Gamma_2^{(i)} = M_1^{i-1} \Gamma_2, \quad i = 1, 2, \cdots, \lambda_0 \]  \hspace{1cm} (12)

Hence, we have the following result.

**Lemma 3.1** Under Assumption 2.1, the system (2) and (3) is RSE to:

\[ \tilde{x}(t+1) = \tilde{\Phi} x(t) + \tilde{\Gamma}(q) e(t) \]  \hspace{1cm} (13)
\[ y(t) = \tilde{H} x(t) + v(t) \]  \hspace{1cm} (14)

where

\[ \tilde{\Phi} = \begin{bmatrix} \Phi_1 & 0 \\ 0 & 0 \end{bmatrix}, \quad \tilde{H} = [H_1 \quad H_2], \]
\[ \tilde{\Gamma}(q) = \Gamma^{(0)} + \Gamma^{(1)} q + \cdots + \Gamma^{(\lambda_0)} q^{\lambda_0} \]  \hspace{1cm} (15)
\[ \Gamma^{(0)} = \begin{bmatrix} \Gamma_1 \\ 0 \end{bmatrix}, \quad \Gamma^{(i)} = - \begin{bmatrix} 0 \\ \Gamma_2^{(i)} \end{bmatrix} \quad (1 \leq i \leq \lambda_0) \]  \hspace{1cm} (16)

and $q$ is the forward shift operator, i.e. $q e(t) = e(t+1)$.

**Proof:** The result follows trivially from (8) and (11).

In the remainder of this section, we shall demonstrate that the risk-sensitive estimation problem can be converted into a minimax optimization problem.

For a given $l$, let $h_0 = \max\{l + \lambda_0 - 1, \lambda_0 - 1\}$. Also, denote

\[ e_l = \text{col} \{ e(0), e(1), \cdots, e(t) \} \]
\[ y_l = \text{col} \{ y(0), y(1), \cdots, y(t) \} \]  \hspace{1cm} (17)

for any $t \geq 0$.

We recall the following lemma (Hassibi et al., 1998, Whittle, 1990).

**Lemma 3.2** The risk-sensitive filtering problem is reduced to one of finding the estimator $\tilde{z}(t+l \mid t)$ such that

a) $\theta > 0$ (risk-seeking):

\[ \min_{\tilde{z}(t+l \mid t)} \left\{ \min_{e_{N+l_0} \sim \xi(0)} J_{l,N} (\tilde{x}_1(0), e_{N+l_0}; y_N) \right\} \]  \hspace{1cm} (18)

b) $\theta < 0$ (risk-averse):

\[ \max_{\tilde{z}(t+l \mid t)} \left\{ \min_{e_{N+l_0} \sim \xi(0)} J_{l,N} (\tilde{x}_1(0), e_{N+l_0}; y_N) \right\} \]  \hspace{1cm} (19)

where

\[ J_{l,N} (\tilde{x}_1(0), e_{N+l_0}; y_N) = \tilde{x}_1(0) \Pi_1^{-1} \tilde{y}_1(t) \]
\[ + \sum_{i=0}^{N-l_0} e^T(t) Q_1^{-1} e(t) + \sum_{i=0}^{N} v(t) - \tilde{H} \tilde{z}(t) \tilde{Q}_1^{-1} \]
\[ \times [v(t) - \tilde{H} \tilde{z}(t)] \]
\[ + \theta \sum_{i=0}^{N} [\tilde{z}(t+l+l) - \tilde{L} \tilde{z}(t+l+l)] \]

\[ + \theta \sum_{i=0}^{N} \tilde{z}(t+l+l) - \tilde{L} \tilde{z}(t+l+l) \]  \hspace{1cm} (20)

with

\[ \tilde{L} = \Pi_1^{-1} \tilde{H} \]  \hspace{1cm} (21)

4. RISK-SENSITIVE FILTERING, PREDICTION AND SMOOTHING

In order to obtain an estimator which solves the optimization problem in (18) or (19), we first consider the problem of finding $\min_{\tilde{z}(t+l \mid t)} J_{l,N} (\tilde{x}_1(0), e_{N+l_0}; y_N)$. Observe from (20) that $J_{l,N} (\tilde{x}_1(0), e_{N+l_0}; y_N)$ can be rewritten as

\[ J_{l,N} (\tilde{x}_1(0), e_{N+l_0}; y_N) = \tilde{z}_1(t) \Pi_1^{-1} \tilde{y}_1(0) + \sum_{i=0}^{N-l_0} e^T(t) Q_1^{-1} e(t) + \]
\[ + \sum_{i=0}^{N} v^T(t) Q_1^{-1} v(t) + \theta \sum_{i=0}^{N} u^T(t) u(t) + \theta \sum_{i=0}^{N} \tilde{z}(t+l+l) - \tilde{L} \tilde{z}(t+l+l) \]  \hspace{1cm} (22)

where

\[ v(t+l+l) = \tilde{z}(t+l+l) - \tilde{L} \tilde{z}(t+l+l) \]
\[ = \tilde{z}(t+l+l) - \tilde{L} \tilde{z}(t+l+l) \]  \hspace{1cm} (23)

and $\tilde{L}$ is as in (21).
Before proceeding further, we introduce the following short-hand notation

\[
\bar{v}(t) = \begin{bmatrix} v(t) \\ v(t + t) \end{bmatrix}, \quad \bar{y}(t) = \begin{bmatrix} y(t) \\ \bar{y}(t + t + l) \end{bmatrix} \tag{24}
\]

\[
\bar{v}_N = \text{col} \{ \bar{v}(0), \ldots, \bar{v}(N) \} \quad \bar{y}_N = \text{col} \{ \bar{y}(0), \ldots, \bar{y}(N) \} \tag{25}
\]

\[
(N + 1) \text{ blocks} \quad R_e = \left[ \begin{array}{cc} Q_v & 0 \\ 0 & \theta^{-1}I_s \end{array} \right] \oplus \cdots \oplus \left[ \begin{array}{cc} Q_e & 0 \\ 0 & \theta^{-1}I_s \end{array} \right] \tag{27}
\]

\[
(N + 6) \text{ blocks} \quad R_e = \left[ \begin{array}{c} Q_v \otimes \cdots \otimes Q_v \\ \bar{y}_N \end{array} \right] \tag{28}
\]

The use of (13)-(14), (17) and (23)-(26) gives

\[
\begin{bmatrix} \bar{x}_1(0) \\ e_{N+1,t_0} \\ \bar{y}_N \end{bmatrix} = \Psi \begin{bmatrix} \bar{x}_1(0) \\ e_{N+1,t_0} \\ \bar{v}_N \end{bmatrix} \tag{29}
\]

where \( \Psi \) is of the form:

\[
\Psi = \begin{bmatrix} I_n & 0 & 0 \\ 0 & I_{c+c+1} & 0 \\ \bar{y}_N & 0 & \bar{v}_N \end{bmatrix} \tag{30}
\]

with \( \Theta_0 \in \mathbb{R}^{(m+n)(N+1) \times (m+n)(N+1)} \) invertible.

From (22)-(29), it follows that

\[
J_{N}^{c}(\bar{x}_1(0), e_{N+1,t_0}; y_N)
\]

\[
= \begin{bmatrix} \zeta \\ \bar{y}_N \end{bmatrix} \begin{bmatrix} R_c & R_c \bar{y} \\ R_c \bar{y} & \bar{y}_N \end{bmatrix} \begin{bmatrix} \zeta \\ \bar{y}_N \end{bmatrix}
\]

where \( \zeta = [\bar{x}_1(0)] e_{N+1,t_0}^T T \) and

\[
\begin{bmatrix} R_c & R_c \bar{y} \\ R_c \bar{y} & \bar{y}_N \end{bmatrix} = \Psi \begin{bmatrix} \Pi_1 & 0 & 0 \\ 0 & R_c & 0 \\ 0 & 0 & R_c \end{bmatrix} \Psi^T \tag{31}
\]

Then we have the following results.

**Lemma 4.1** Consider the system (2) and (3) and the associated cost (5). Then, \( J_{N}^{c}(\bar{x}_1(0), e_{N+1,t_0}; y_N) \) has a minimum with respect to \( \{\bar{x}_1(0), e_{N+1,t_0}\} \) iff

\[
R_c - R_c \bar{y}^{-1} R_c^T > 0 \tag{32}
\]

Furthermore, the minimum is calculated as

\[
J_{N}^{c}(\bar{y}_N) = \bar{y}_N^T R_c^{-1} \bar{y}_N \tag{33}
\]

**Proof:** Omitted.

Lemma 3.1 indicates that the risk-sensitive estimation problem can be reduced to one of finding the estimator \( \{\hat{z}(t + l \mid t)\} \) such that \( J_{N}^{c}(\hat{y}_N) \) is minimum for \( \theta > 0 \) (risk-seeking) or maximum for \( \theta < 0 \) (risk-averse). To compute the estimator, it is necessary for us to simplify (34). To this end, we shall construct a stochastic system with appropriate Gramians and introduce an associated innovation sequence.

4.1 Stochastic system and innovation sequence in Krein space

4.1.1 Stochastic system model in Krein space

First, associated with the stochastic system (13) and (14) and in view of (23), we introduce

\[
\hat{z}(t + l \mid t) = Lx(t + l) + \nu(t + l) = Lx(t + l) + \nu(t + l) \tag{35}
\]

where \( \nu(t) \) is a white noise with zero mean and covariance \( Q_e = \begin{bmatrix} \nu(t), \nu(t) \end{bmatrix} = \theta^{-1}I_s \), and is independent of \( e(t) \) and \( v(t) \). Putting together (3) with (35) and noting (24) yield

\[
\begin{bmatrix} \hat{y}(t) \\ \hat{z}(t + l \mid t) \end{bmatrix} = q^{-1}L^{-1} \hat{y}(t + l) + \nu(t) \tag{36}
\]

Observe that

\[
\langle \hat{y}(t), \nu(t) \rangle = \begin{bmatrix} Q_v & 0 \\ 0 & \theta^{-1}I_s \end{bmatrix} \delta_{ij} = Q_e \delta_{ij} \tag{37}
\]

It is obvious that \( Q_e \) is indefinite when \( \theta < 0 \). In this case, (36) is no longer a stochastic system in Hilbert space but a stochastic system in Krein space. Using the Krein space model (2) and (36), noting (17) and (25), it is easy to verify that

\[
\langle e_N, e_N \rangle = R_e, \quad \langle \hat{y}_N, \hat{y}_N \rangle = R_e \tag{38}
\]

Then the use of (29) gives

\[
\langle \begin{bmatrix} \bar{x}_1(0) \\ e_N \\ \bar{y}_N \end{bmatrix}, \begin{bmatrix} \bar{x}_1(0) \\ e_N \\ \bar{y}_N \end{bmatrix} \rangle = \Psi \begin{bmatrix} \Pi_1 & 0 & 0 \\ 0 & R_c & 0 \\ 0 & 0 & R_c \end{bmatrix} \Psi^T \tag{39}
\]

which together with (32) implies that

\[
R_c = \langle \hat{y}_N, \hat{y}_N \rangle \tag{40}
\]

Then, by considering (34), the minimum of \( J_{N}^{c}(\bar{x}_1(0), e_{N+1,t_0}; y_N) \) is given by

\[
J_{N}^{c}(\bar{y}_N) = \bar{y}_N^T \langle \hat{y}_N, \hat{y}_N \rangle^{-1} \bar{y}_N \tag{41}
\]
\[
\mathbf{w}(t) = \begin{bmatrix} \mathbf{w}_y(t) \\ \mathbf{w}_z(t) \end{bmatrix} = \mathbf{y}(t) - \tilde{\mathbf{y}}_t(t | t-1) = \begin{bmatrix} \mathbf{y}(t) \\ \tilde{\mathbf{z}}(t+l | t) \end{bmatrix} - \begin{bmatrix} \mathbf{y}(t | t-1) \\ \tilde{\mathbf{z}}(t | t-1) \end{bmatrix}
\]  
(42)

where \(\tilde{\mathbf{y}}(t | t-1)\) and \(\tilde{\mathbf{z}}(t | t-1)\) are respectively obtained from the Krein space projections of \(\mathbf{y}(t)\) and \(\tilde{\mathbf{z}}(t+l | t)\) onto the linear space \(L\{\{\mathbf{y}(i)|_{i=0}^T\}\}\). From (42), we obtain

\[
\mathbf{w}(t) = L_{W_0}\mathbf{y}(0) + \cdots + L_{W_{t-1}}\mathbf{y}(t-1) + \tilde{\mathbf{y}}(t)
\]  
(43)

Then we have the following relation

\[
\mathbf{w}_N = L_w\tilde{\mathbf{y}}_N
\]  
(44)

where \(\mathbf{w}_N = [\mathbf{w}^T(0) \quad \mathbf{w}^T(1) \quad \cdots \quad \mathbf{w}^T(N)]\) and

\[
L_w = \begin{bmatrix}
L_{m+s} & 0 & \cdots & 0 \\
L_{m+s} & \ddots & \vdots & \vdots \\
\vdots & \ddots & \ddots & \ddots \\
L_{m+s} & \cdots & \cdots & L_{m+s}
\end{bmatrix}
\]

Note that \(L_w\) is square and nonsingular and that \(R_g\) can be calculated as

\[
R_g = (\tilde{\mathbf{y}}_N, \tilde{\mathbf{y}}_N) = L_w^{-1}R_wL_w^{-T}
\]  
(45)

where

\[
\begin{aligned}
R_w &= \begin{bmatrix}
Q_{w}(0) & \cdots & \cdots & Q_{w}(N)
\end{bmatrix} \\
&= \begin{bmatrix}
(N+1) \text{ blocks}
\end{bmatrix}
\end{aligned}
\]

and \(Q_w(t)\) is the covariance matrix of the innovation \(\mathbf{w}(t)\).

We now present an equivalent result of Lemma 4.1 using the innovation sequence.

**Lemma 4.2** Consider the system (2) and (3) and the associated cost (20). Then, \(J_N(\mathbf{r}_1(0), \epsilon_{N+t_0}; y_N)\) has a minimum with respect to \(\{\mathbf{r}_1(0), \epsilon_{N+t_0}\}\) iff \(Q_w(t)\) \(t = 0, 1, \ldots, N\) and \(Q_x\) have the same inertia, where \(Q_x\) is as in (37).

Furthermore, the minimum of \(J_N(\mathbf{r}_1(0), \epsilon_{N+t_0}; y_N)\) can be given in terms of the innovation \(\mathbf{w}(t)\) as

\[
J_{N,N}^0(\bar{y}_N) = \sum_{t=0}^{N} [w_y^T(t) \quad w_z^T(t) \quad Q_w^{-1}(t) \quad \mathbf{w}(t) \quad \mathbf{w}_z(t)]
\]  
(47)

In this case, the risk-sensitive estimation problem is to find the estimator \(\hat{\mathbf{z}}(t+l | t)\) \((t = 0, 1, \cdots, N)\) such \(J_{N,N}^0(\bar{y}_N)\) is minimum for \(\theta > 0\) (risk-seeking) or maximum for \(\theta < 0\) (risk-averse).

Proof: Omitted.

### 4.2 Finite horizon risk-sensitive estimation

In this section the finite horizon estimators are given based on the Lemma 4.2.

First, note that (13) can be rewritten as

\[
\tilde{\mathbf{x}}(t+l) = \tilde{\Phi}\tilde{\mathbf{x}}(t+l-1) + \tilde{\Gamma}\hat{\mathbf{e}}_{t+l-1}
\]  
(48)

where \(\tilde{\Gamma} = [\Gamma(0) \quad \cdots \quad \Gamma(\lambda_0)]\) and

\[
\hat{\mathbf{e}}_{t+l-1} = [e(t) e(t+1) \cdots e(t+l-1)]^T
\]

satisfy

\[
\tilde{\mathbf{e}}_{t+l} = \tilde{E}_1\tilde{E}_{t+l-1} + \tilde{E}_2\mathbf{e}(t+l + \lambda_0)
\]  
(49)

with \(\tilde{E}_2 = \begin{bmatrix} 0 & \cdots & 0 \\ \cdots & \cdots & \cdots \\ 0 & \cdots & I_\nu \end{bmatrix}\)^T

\[
\tilde{E}_1 = \begin{bmatrix} \cdots & \cdots & \cdots \\ \cdots & \cdots & \cdots \\ 0 & \cdots & I_\nu \end{bmatrix} \in \mathbb{R}^{\nu(\lambda_0+1) \times r(\lambda_0+1)}
\]

Then, the state space model of filtering \((l = 0)\) follows from (48)-(49) and (36)

\[
\tilde{\mathbf{x}}(t+1) = \tilde{\Phi}\tilde{\mathbf{x}}(t) + \tilde{\mathbf{e}}(t)
\]  
(50)

\[
\begin{bmatrix}
\mathbf{y}(t) \\ \tilde{\mathbf{z}}(t | t) \\
\end{bmatrix} = \begin{bmatrix} \tilde{H} \\ \tilde{L} \end{bmatrix} \tilde{\mathbf{x}}(t) + \tilde{\mathbf{v}}(t)
\]  
(51)

where \(\tilde{\mathbf{v}}(t) = \tilde{\mathbf{v}}(t)\).

\[
\tilde{\mathbf{x}}(t) = \begin{bmatrix} \tilde{\mathbf{x}}(t) \\ \tilde{\mathbf{e}}(t) \end{bmatrix}, \quad \tilde{\mathbf{e}}(t) = \begin{bmatrix} 0 \\ \tilde{E}_2\mathbf{e}(t+l + \lambda_0+1) \end{bmatrix}, \quad \tilde{\Phi} = \begin{bmatrix} \tilde{\Phi} & \tilde{\Gamma} \\ 0 & \tilde{E}_1 \end{bmatrix}, \quad \begin{bmatrix} \tilde{H} \\ \tilde{L} \end{bmatrix} = \begin{bmatrix} \tilde{H} \\ \tilde{L} \end{bmatrix}
\]

Similar, we obtain the following state space form for the case of \(l > 0\)

\[
\tilde{\mathbf{x}}(t+1) = \tilde{\Phi}\tilde{\mathbf{x}}(t) + \tilde{\mathbf{e}}(t)
\]  
(52)

\[
\begin{bmatrix}
\mathbf{y}(t) \\ \tilde{\mathbf{z}}(t+l | t) \\
\end{bmatrix} = \begin{bmatrix} \tilde{H} \\ \tilde{L} \end{bmatrix} \tilde{\mathbf{x}}(t) + \tilde{\mathbf{v}}(t)
\]  
(53)

where \(\tilde{\mathbf{v}}(t) = \tilde{\mathbf{v}}(t)\) and

\[
\tilde{\mathbf{x}}(t) = \begin{bmatrix} \tilde{\mathbf{x}}(t+l) \\ \tilde{\mathbf{e}}_{t+l} \end{bmatrix}, \quad \tilde{\mathbf{e}}(t) = \begin{bmatrix} 0 \\ \tilde{E}_2\mathbf{e}(t+l + \lambda_0+1) \end{bmatrix}, \quad \tilde{\Phi} = \begin{bmatrix} \tilde{\Phi} & 0 \\ 0 & \tilde{E}_1 \end{bmatrix}, \quad \begin{bmatrix} \tilde{H} \\ \tilde{L} \end{bmatrix} = \begin{bmatrix} 0 & 0 \\ T_m & \tilde{H} \end{bmatrix}
\]

with \(T_m = [I_m \quad 0 \quad \cdots \quad 0], H_m = [0 \quad \cdots \quad \tilde{H}]^T\) and
\[
M_m = \begin{bmatrix}
0 & I_m & 0 & \cdots & 0 \\
0 & 0 & I_m & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & I_m \\
0 & 0 & 0 & \cdots & 0
\end{bmatrix} \in \mathbb{R}^{ml \times ml}
\]

For the case of smoothing \(l < 0\), we obtain the state space model as
\[
\ddot{x}(t + 1) = \begin{bmatrix} \hat{\Phi} & \hat{\Gamma} & 0 \end{bmatrix} \ddot{x}(t) + \hat{\Phi} \bar{e}(t)
\]

\[
\begin{bmatrix}
\mathbf{y}(t - l) \\
\bar{z}(t | t - l)
\end{bmatrix} = \begin{bmatrix} \bar{H} \\
\bar{L}
\end{bmatrix} \ddot{x}(t) + \bar{v}(t)
\]

where \(\bar{v}(t) = \bar{y}(t - l)\), \(\ddot{x}(t) = \begin{bmatrix} \ddot{x}_2^T(t - l) \\
\ddot{x}_3^T(t - l) \end{bmatrix} \ddot{x}_{T-1}^T(t)
\]

and
\[
\bar{e}(t) = \begin{bmatrix} 0 \\
\bar{E}_2 e(t + \lambda_l - l + 1) \\
0
\end{bmatrix}
\]

\[
\hat{\Phi} = \begin{bmatrix} \hat{\Phi} & \hat{\Gamma} & 0 \\
0 & \hat{\Phi}_I & 0 \\
L_s & 0 & M_s
\end{bmatrix}, \quad \begin{bmatrix} \bar{H} \\
\bar{L}
\end{bmatrix} = \begin{bmatrix} \hat{H} & 0 \\
0 & T_s
\end{bmatrix}
\]

with \(T_s = \begin{bmatrix} I_s & 0 & \cdots & 0 \end{bmatrix}
\]

and
\[
\begin{bmatrix}
Q_v \\
0
\end{bmatrix} = \begin{bmatrix} P_t & \bar{P}_t \bar{L}_t \end{bmatrix}
\]

\[
\ddot{x}(t + 1 | t) = \hat{\Phi} \ddot{x}(t | t - 1) + \hat{\Phi} \bar{P}_t \bar{H}^T (I + \bar{H} \bar{P}_t \bar{H}^T)^{-1} \bar{u}(t) - \bar{H} \ddot{x}(t | t - 1)
\]

5. CONCLUSION

In this paper, the finite horizon risk-sensitive estimation problem for linear discrete time-invariant singular systems has been solved for the first time. A simple derivation technique based on a Krein space signal model. The key behind the method is to convert the singular model into a nonsingular system through state augmentation. The result involves solving a Riccati difference equation. It should be noted that the calculation for smoothing and prediction estimation is complicated due to the state augmentation.
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