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Abstract: In this paper, synthesis of robust feedback linearization procedure for nonlinear systems with stable zero dynamics is explored employing robust exact observer for estimation of the states as well as drift terms simultaneously on the basis of just available output of the system. The detail knowledge of the mathematical model of the system is no more crucial. Finite time convergence of the complete closed loop system is proved and thus a form of separation principle is satisfied i.e., the controller and observer can be designed separately. The simulation results verify robustness as well as performance of the proposed technique.
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1. INTRODUCTION

It is a great challenge to achieve desired output performance from a nonlinear system in the presence of substantial uncertainties. The problem becomes more difficult when only output information is available and the system model is not exactly known. Usually observers e.g. Kalman filters (Kalman, 1960), Luenberger observers (Luenberger, 1964), sliding mode observers (Edwards and Spurgeon, 1998), high gain observers (Khalil, 2002) and second order sliding mode observers (Davila et al, 2005) are used to reconstruct the state information on the basis of a nominal model of the system. The estimated state information is then used in robust or adaptive control schemes to achieve the desired results.

Compared to results based on state feedback control, results established on output information alone are less plentiful: notable exceptions are output feedback dynamic sliding mode methods (Lu and Spurgeon, 1999), the universal SISO output feedback controller (Levant, 2002), output feedback sliding mode controllers for linear uncertain systems (Edwards, Spurgeon and Hebdon, 2003; Yan, Spurgeon, and Edwards, 2005).

A different approach to address the same problem is to estimate the disturbance or drift terms which constitute the combined effects of model uncertainties, unknown parameters, the influence of internal dynamics, etc; and cancel them via feedback action (Radke and Gao, 2006). For this approach the model is transformed into the Generalized Controllable Canonical Form (GCCF) (Isidori, 1995; Slotine and Li, 1991) and the state vector and drift terms are estimated via a High Gain Observer (HGO) (Khalil, 2002) or a robust exact differentiator (Levant, 1998 and Levant, 2003). On the basis of this information, a feedback linearizing control (Isidori, 1995; Slotine and Li, 1991) is used to convert the system into an equivalent linear system. One key benefit of this approach over robust control based on sliding mode or higher order sliding mode approaches, is that it does not require conservative upper bounds on the nonlinear terms and thus does not result in aggressive control action. Examples based on HGO schemes can be seen in (Esfandiari and Khalil, 1992; Khalil, 1999; Freidovich and Khalil, 2006) and case studies with robust exact differentiator can be reviewed in (Bartolini et al, 2002; Shtessel et al, 2007; Benallegue, Mohktari and Fridman, 2008; Iqbal, Edwards and Bhatti, 2010).

In (Esfandiari and Khalil, 1992; Khalil, 1999), an output feedback controller for nonlinear systems using a HGO is proposed which robustly estimates an appropriate number of derivatives of the output together with the drift terms. An output feedback controller for nonlinear systems has been proposed in (Bartolini et al, 2002) that estimates the derivatives of the outputs with the help of the robust exact differentiator (Levant, 1998). These derivatives are then used to create a sliding surface for a second order sliding mode controller. Robust feedback linearization based on a nominal model has been recently presented by (Freidovich and Khalil, 2006). In the approach of Freidovich and Khalil, (2006) the extended HGO is used to estimate unmeasured derivatives and the drift terms. In (Benallegue, Mohktari and Fridman, 2008), robust feedback linearization is also performed by using a higher order sliding mode differentiator for a quadrotor UAV system. However in the work of (Benallegue, Mohktari and Fridman, 2008) the states and external disturbance effects are estimated based on a nominal model of the plant.

In this paper the authors propose a technique for feedback linearization of nonlinear systems with internal (“unobserved”) dynamics on the basis of a modified robust exact differentiator (Levant 1998; Levant 2003). This observer can estimates the states as well as the drift terms based only on the available output of the system, and without detail knowledge of the mathematical model of the system. The method-
oology proposed in this paper is similar to the work of (Freidovich and Khalil, 2006) however here, a HOSM observer rather than a HGO is employed to estimate the required derivatives and uncertainties. The idea is to first transform the tracking error dynamics of the system into the GCCF, and then to use a modified robust exact differentiator to estimate the states as well as the combined effect of the drift terms. The controller then nullifies the effects of the drift terms, and imposes specific closed loop dynamics using a simple linear term. The states and the drift term estimates are all obtained in finite time. Consequently a type of separation principle holds and the controller and observer can be designed independently.

The idea of estimating drift terms for the purpose of canceling them via feedback is from (Shtessel et al., 2007). In the work of (Shtessel et al., 2007) only relative degree one structures are considered. In (Iqbal, Edwards and Bhatti, 2010), the authors extended this idea to relative degree two systems. In the current paper the authors consider relative degree $r \leq n$ systems which include zero dynamics.

The remainder of the paper is structured as follows; Section II deals with the problem formulation. In Section III Robust Feedback Linearization along with a modified robust exact estimator is discussed. A case study involving a DC motor to validate the proposed technique through simulation is considered in Section IV. Conclusions are drawn in Section V.

2. THE PROBLEM FORMULATION

Consider a Single Input Single Output (SISO) dynamical system with well defined relative degree $r \leq n$ which can be written in Generalized Controllable Canonical Form (GCCF) (Isidori, 1995; Slotine and Li, 1991) as follow

\[
\begin{align*}
\dot{\xi}_1 &= \xi_2 \\
\dot{\xi}_2 &= \xi_3 \\
\vdots & \quad \vdots \\
\dot{\xi}_r &= f(t, \xi, z) + g(t, \xi)u \\
\dot{z} &= \psi(t, \xi, z) \\
y &= \xi_1 
\end{align*}
\]  

(2.1)

where $\xi \in \mathbb{R}^r$ is observable state vector, $z \in \mathbb{R}^{n-r}$ is the zero dynamics, $u \in \mathbb{R}$ is the control input and $f(.)$ and $g(.)$ are smooth vector fields.

**Assumption:** The zero-dynamics $\dot{z} = \psi(t, \xi, z)$ is input-to-state stable, so the system (2.1) is minimum phase (Isidori, 1995; Khalil, 2002).

The system in (2.1) can be written in the form

\[
\begin{align*}
\dot{\xi} &= A\xi + B[f(t, \xi, z, \Delta_u) + g(t, \xi)u] \\
z &= \psi(t, \xi, z) \\
y &= C\xi
\end{align*}
\]  

(2.2)

where

\[
A = \begin{bmatrix}
0 & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 0
\end{bmatrix}, \\
B = \begin{bmatrix}
0 \\
0 \\
\vdots \\
0
\end{bmatrix}, \\
C = \begin{bmatrix}
1 \\
0 \\
\vdots \\
0
\end{bmatrix}
\]

Suppose $\xi$ is the estimate of the state vector $\xi(t)$ and $g(t, \xi)$ is the input gain of the system, reconstructed using the observed states. Then system (2.2) can be written in the form

\[
\begin{align*}
\dot{\xi} &= A\xi + B[f(t, \xi, z, \Delta_u) + g(t, \xi)u] \\
z &= \psi(t, \xi, z) \\
y &= C\xi
\end{align*}
\]  

(2.3)

where $\Delta_u = g(t, \xi) - g(t, \hat{\xi})$ is uncertainty in the input channel.

If all the states (including the zero dynamics) are available and the function $f(.)$ is precisely known in (2.3) and $g(t, \xi) \neq 0$, then a feedback linearization control law for the system is given by

\[
u = \frac{1}{g(t, \xi)} (-f(t, \xi, z, \Delta_u) - K\xi)
\]  

(2.4)

where $K^T \in \mathbb{R}^n$ is a design gain vector. Using this control law in (2.3) yields linear closed loop dynamics

\[
\dot{\xi} = (A - BK)\xi
\]  

(2.5)

The gain matrix $K$ can be designed using any modern or classical state-space technique e.g. pole placement, LQR or LMI methods etc, such that $A - BK$ is Hurwitz and the states $\xi$ meet the desired performance objectives of the closed loop system.

However, in reality, in most engineering systems only the output of the system is available and the function $f(.)$ is unknown (or not known perfectly). As a result the ideal control law in (2.4) is not realizable. Instead the control law

\[
u = \frac{1}{g(t, \xi)} (-\hat{f} - K\hat{\xi})
\]  

(2.6)

is employed where $\hat{f}$ and $\hat{\xi}$ are estimates of $f(.)$ and $\xi(t)$ respectively. If the states and the drift term are correctly estimated so that $\hat{f} \rightarrow f(.)$ and $\hat{\xi} \rightarrow \xi(t)$ in finite time, the effect of control (2.4) can be achieved, and the desired performance indicated in (2.5) can be obtained in finite time.

**Remark 1:** Here it is assumed that $g(t, \xi)$ is bounded away from zero for all $\xi \in \mathbb{R}^r$. Since the estimated drift term $\hat{f}$ and the state estimates $\hat{\xi}$ are bounded (as established in the next section), the control effort proposed in (2.6) is bounded.

The following section propose an observer structure to generate the estimates $\hat{\xi}$ and $\hat{f}$ in (2.6) which converge to the true values in finite time.

3. ROBUST EXACT OBSERVER

Since only the output of the system (2.3) is available and the closed loop dynamics (2.5) is also sensitive to unknown drift term $f(.)$, so the control law (2.4) is not realistic. The overall closed system therefore requires a good estimate of the states and the drift signals to cancel out its effects.

Assume the control $u(t)$ is Lebesgue-measurable and the unknown drift function $f(.)$ is $n - r$ times differentiable and satisfies $|f^{(n-r)}(.)| \leq L$, where $L > 0$ is the Lipschitz constant. Then the modified ‘robust exact observer’ structure can be introduced as part of the closed loop to compensate for the undesired disturbances and estimate precisely the unmeasured but observable state in finite time. The approach of (Freidovich and Khalil, 2006) is similar in terms of methodology, but instead a HGO is used to obtain the estimates.
For notational convenience define $f \equiv f_1$. The proposed observer structure can be written as follows

$$\dot{x}_1 = v_1$$

$$v_1 = -\lambda_{n+1} L^{1/(n+1)} |\dot{x}_1 - x_1|^{n/(n+1)} \text{sign}(\dot{x}_1 - x_1) + \dot{x}_2$$

$$\dot{x}_2 = v_2$$

$$v_2 = -\lambda_n L^{1/n} |\dot{x}_2 - v_2|^{(n-1)/n} \text{sign}(\dot{x}_2 - v_2) + \dot{x}_3$$

$$\vdots$$

$$\dot{x}_r = \dot{f}_1 + g(t, \dot{x}),$$

$$\dot{f}_1 = -\lambda_{n-r+2} L^{1/(n-r+2)} |\dot{x}_r - v_{r-1}|^{(n-r+1)/(n-r+2)} \text{sign}(\dot{x}_r - v_{r-1}) + \dot{x}_{r+1}$$

$$\vdots$$

$$\dot{x}_n = \dot{f}_{n-r+1} = -\lambda_2 L^{1/2} |\dot{x}_n - f_n|^{1/2} \text{sign}(\dot{x}_n - f_n) + \dot{x}_{n+1}$$

$$\dot{x}_{n+1} = -\lambda_3 L \text{sign}(x_{n+1} - f_{n-r+1})$$

(3.1)

The parameters $\lambda_i$ can be chosen recursively as suggested in (Levant, 2003). The observer (3.1) has a different structure to the one in (Shiessel et al., 2007; Iqbal, Edwards and Bhatti, 2010) because a relative degree $r \leq n$ system is considered in (2.3). Note that the estimates of the higher derivatives of the drift term have no direct relevance to the internal dynamics of the system.

**Theorem 1**: Suppose the parameters of the observer $\lambda_{n-r+1}, \ldots, \lambda_2, \lambda_1$ are properly chosen and the input signal $u(t)$ is bounded and Lebesgue-measurable. Then in finite time:

$$\dot{x}_i = x_i, \text{ for } i = 1, \ldots, r; \dot{x}_{r+1} = f(t, x_i, \Delta u); \dot{x}_{j+1} = f^{j-r}(t, x_i, \Delta u), \forall j = r+1, \ldots, n.$$

**Proof**: Define

$$\varphi_1 = \dot{x}_1 - x_1$$

$$\varphi_2 = \dot{x}_2 - \dot{x}_1$$

$$\vdots$$

$$\varphi_r = \dot{x}_r - \dot{x}_{r-1}$$

$$\varphi_{r+1} = \dot{x}_{r+1} - f(t, x_i, \Delta u)$$

$$\dot{\varphi}_n = \dot{x}_n - f^{(n-r)}(t, x_i, \Delta u)$$

$$\varphi_{n+1} = \dot{x}_{n+1} - f^{(n-r)}(t, x_i, \Delta u)$$

(3.2)

From system (2.1) and the observer described in (3.1),

$$\dot{\varphi}_1 = \varphi_2 - \varphi_1$$

$$\dot{\varphi}_2 = \varphi_3 - \varphi_2$$

$$\vdots$$

$$\dot{\varphi}_r = \varphi_{r+1} - \varphi_r$$

$$\dot{\varphi}_{n-r+1} = \varphi_n - \varphi_{n-r+1}$$

$$\dot{\varphi}_{n+1} = \varphi_{n+1} - \varphi_f$$

By using these definitions, the observer in (3.1) can be written as

$$\dot{\varphi}_1 = -\lambda_{n+1} L^{1/(n+1)} |\varphi_1^{n/(n+1)} \text{sign}(\varphi_1) + \varphi_2$$

$$\dot{\varphi}_2 = -\lambda_n L^{1/n} |\varphi_2 - \varphi_1|^{(n-1)/n} \text{sign}(\varphi_2 - \varphi_1) + \varphi_3$$

$$\vdots$$

$$\dot{\varphi}_{n+1} = -\lambda_2 L^{1/2} |\varphi_{n+1} - \varphi_{n-r+1}|^{1/2} \text{sign}(\varphi_{n+1} - \varphi_{n-r+1}) + \varphi_f$$

Theorem 2

The structure in (3.3) is similar to the exact differentiator (Levant 1998; Levant 2003). For ease of implementation, the equations can be written in such a way that the derivatives on the right hand side of each equation are excluded (Levant, 2003; Shiessel et al., 2007). The resulting differential inclusion can be understood in the Flippov sense (Flippov, 1988). It is easy to see that the differential inclusion in (3.3) is invariant with respect to the dilation

$$t \rightarrow kt \text{ and } \varphi \rightarrow \kappa^{n+1} \varphi_i \quad \forall k > 0, \ i = 0, \ldots, n$$

and therefore the system is homogenous: furthermore its homogeneity degree is equal to −1. Therefore in the absence of noise, the quantities $\varphi_i \rightarrow 0$ in finite time and the following equalities are obtained (in finite time):

$$\varphi_1 = \dot{x}_1 - x_1 = 0 \Rightarrow \dot{x}_1 = x_1$$

$$\varphi_2 = \dot{x}_2 - \dot{x}_1 = 0 \Rightarrow \dot{x}_2 = \dot{x}_1$$

$$\vdots$$

$$\varphi_r = \dot{x}_r - \dot{x}_{r-1} = 0 \Rightarrow \dot{x}_r = \dot{x}_{r-1}$$

$$\varphi_{r+1} - \varphi_r = 0 \Rightarrow \dot{x}_{r+1} = \dot{x}_r$$

$$\varphi_{r+2} - \varphi_{r+1} = 0 \Rightarrow \dot{x}_{r+2} = \dot{x}_{r+1}$$

$$\vdots$$

$$\varphi_{n+1} - \varphi_n = 0 \Rightarrow \dot{x}_{n+1} = \dot{x}_n$$

This proves the theorem.

Theorem 1 assumes the inputs and outputs of the system in (2.3) are noise free. The next theorem explores the impact of noise on the estimates $\xi$.

**Theorem 2**: Suppose in presence of noise, the output noise is bounded, i.e. $\varphi \in [-\varepsilon, \varepsilon]$, and the input signal is bounded and Lebesgue-measurable, i.e. $u \in [-k_e(n+1)/m, k_e(n+1)/m]$. Then the following inequalities can be established in finite time for some positive constants $\mu_i$ and $\eta_i$.

$$|\dot{x}_1 - x_1| \leq \mu_1 \varepsilon$$

$$|\dot{x}_2 - x_2| \leq \mu_2 \varepsilon$$

$$|\dot{x}_r - x_r| \leq \mu_r \varepsilon$$

$$|\dot{x}_{n+1} - x_{n+1}| \leq \mu_{n+1} \varepsilon$$
\[ |\xi_{r+1} - f(\cdot)| \leq \mu_{r+1} e^{(n-r-2)/n} \]
\[ |\xi_{i} - f^{i-r-1}(\cdot)| \leq \eta_{i} e^{(n-i-1)/n}, \quad \forall i = r + 1, \ldots, n \]  
(3.4)
where the noise \( \xi \in [-\varepsilon, \varepsilon] \) and \( u \in [-k e^{(n-1)/n}, k e^{(n-1)/n}] \).

**Proof:** By using definitions (3.2), the observer in (3.1) can be rewritten as (3.3). The structure in (3.3) is similar to the robust exact differentiator (Levant 1998; Levant 2003). The system in (3.3) is homogenous and its homogeneity degree is equal to \(-1\) with respect to the transformation:

\[ G_{\varepsilon}(t, \varphi, \varepsilon) = (kt, \kappa^{n-i+1} \varphi_i, \kappa^{n+1} \varepsilon) \quad \forall \kappa > 0, i = 0, \ldots, n \]

Again by using definitions (3.2) and assuming that the noise can be represented by \( \varphi_i = \mu_i \varepsilon \sin((\mu_i / \varepsilon)^{1/n}) \), it is easy to prove the inequalities given in (3.4).

This proves the theorem.  

**Remark 2:** In particular, it can be seen that \( \xi_{n+1} \) is bounded and constitutes a finite time estimate of the unknown drift term \( f(t, \xi, z, \Delta_{\omega}) \). In addition, since the state estimates \( \hat{\xi}_n \) are also bounded, the control law in (2.6) is bounded.

Theorem 1 and 2 demonstrate the finite time convergence of the observer given in (3.1). In the next theorem, the stability analysis for the complete closed-loop system is given.

**Theorem 3:** Assume that the zero dynamics of the system are stable, the drift term \( f(t, \xi, z, \Delta_{\omega}) \) in (2.3) is a smooth vector field on \( \mathbb{R}^n \), and moreover, \( \hat{\xi}_n \) and \( \hat{f} \) are exactly estimated.

Then the closed loop system (2.3) with control law in (2.6) and the observer in (3.1) is stable.

**Proof:** When exact measurements of \( \hat{\xi}_n \) and \( \hat{f} \) are available from using the observer (3.1), the term \( \hat{f} \) will exactly cancel the drift term \( f(t, \hat{\xi}, z, \Delta_{\omega}) \) and the dynamics in (2.5) will be established in finite time. Designing \( K \) by using any modern or classical state-space methods ensures that \( A - BK \) is Hurwitz and the closed loop system associated with (2.3) is stable.

As shown in Theorem 1, the observer in (3.1) can easily be transformed into structure (3.3) by using the definitions (3.2). The resulting system is homogeneous and its homogeneity degree is equal to \(-1\) by using following dilation:

\[ t \mapsto kt \quad \text{and} \quad \varphi_i \mapsto \kappa^{n-i+1} \varphi_i \quad \forall \kappa > 0, i = 1, \ldots, n + 1 \]

Here the zero dynamics of the system are assumed to be stable, the observer (3.1) is finite time stable and the control law (2.6) is bounded and convergent. Utilizing the separation principle, the overall closed loop system is stable.

This proves the theorem.

The remainder of the paper considers simulations using the proposed control law on a mathematical model of a DC motor with LuGre friction.

### 4. SIMULATION STUDIES

In this section, the proposed control scheme is demonstrated for a DC motor with a rigid arm attached (Freidovich and Khalil, 2006). The dynamics are given by

\[ J \ddot{\theta} = k_c u - F \]

(4.1)

where in system (4.1), \( J \) represents the total moment of inertia of the rotor and the arm, \( k_c \) is the motor input constant, \( u \) is the applied terminal voltage and \( \theta \) represents shaft position. The term \( F \) is the unknown frictional torque and can be represent by the dynamical LuGre model as given in (Canudas de Wit et al, 1995)

\[ F = z + \sigma_1 (\varepsilon_0 \dot{z}) + \sigma_2 \dot{\theta} \]

\[ \varepsilon_0 \dot{z} = \dot{\theta} - \frac{\theta}{s(\theta)} z \]

(4.2)

where \( \varepsilon_0 \) is the reciprocal of the average stiffness of the bristles, \( \sigma_1 \) is the damping coefficient of the bristles, \( \sigma_2 \) is the viscous friction, and the Stribeck curve can be defined as,

\[ s(\theta) = \begin{cases} 
F_{c+} + (F_{c+} - F_{c-}) e^{-\theta/\varepsilon_0^2} & \theta > 0 \\
F_{c-} + (F_{c-} - F_{c+}) e^{-\theta/\varepsilon_0^2} & \theta < 0 
\end{cases} \]

(4.3)

where \( v_s \) is the Stribeck velocity of the motor and \( F_{c+} \) and \( F_{c+} \) are the coulomb and static frictions respectively.

Let \( \theta_r \) be the reference shaft speed, and \( \xi_1 = \theta_r - \theta \) be the tracking error, then \( \dot{\xi}_1 = \dot{\xi}_2 = \dot{\theta}_{r} - \dot{\theta} \) and \( \dot{\xi}_2 = \dot{\theta}_r - \dot{\theta} \). It is easy to verify, as discussed in (Canudas de Wit et al, 1995), that the zero dynamics are input-to-state stable.

The system (4.1) can be represented as

\[ \xi_1 = \xi_2 \\
\dot{\xi}_2 = f(t, \xi, z, \Delta_{\omega}) + g(t, \xi) u \\
\dot{z} = \psi(t, \xi, z) \]

(4.4)

where \( f(\cdot) = \dot{\theta}_r - F + \Delta_{\omega} \), \( g(\cdot) = k_c / J, \psi(\cdot) = 1 / \varepsilon_0 (\dot{\theta} - \theta / s(\theta)) \).

and \( \Delta_{\omega} \) is the difference between the actual and nominal value of the input constant.

All the parameters of the DC motor and their nominal values are listed in Table 1.

<table>
<thead>
<tr>
<th>Name</th>
<th>Value</th>
<th>Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( J )</td>
<td>0.095 Kg m²</td>
<td>( F_{c+} )</td>
<td>0.023. ( k_c ) N</td>
</tr>
<tr>
<td>( k_c )</td>
<td>2.5</td>
<td>( F_{c-} )</td>
<td>0.021. ( k_c ) N</td>
</tr>
<tr>
<td>( \sigma_1 )</td>
<td>1.5 Ns/m</td>
<td>( F_{s+} )</td>
<td>0.058. ( k_c ) N</td>
</tr>
<tr>
<td>( \sigma_2 )</td>
<td>0.004 Ns/m</td>
<td>( F_{s-} )</td>
<td>0.052. ( k_c ) N</td>
</tr>
<tr>
<td>( \varepsilon_0 )</td>
<td>0.01</td>
<td>( v_s )</td>
<td>0.01 m/s</td>
</tr>
</tbody>
</table>

**Table 1:** The DC Motor Parameters

A pole placement technique has been chosen for synthesizing the choice of the feedback gain \( K \). In this paper the two poles are placed at -1 and -1. The controller parameters to achieve this are \( k_1 = 1 \) and \( k_2 = 2 \). Thus the proposed controller is given as

\[ u = \frac{1}{b_0} (-f_{1} - k_1 \xi_1 - k_2 \xi_2) \]

(4.5)
where $\hat{f}_1$ is the estimate of the drift term $f(.)$ and $\hat{\xi}_2$ is the estimate of the state $\xi_2$. The proposed observer structure for the system is as follows:

$$
\dot{\hat{\xi}}_1 = v_1 \\
v_1 = -\lambda_3 L^{1/3} |\hat{\xi}_1 - \xi_1|^{2/3} \text{sign}(\hat{\xi}_1 - \xi_1) + \check{\xi}_2 \\
\dot{\hat{\xi}}_2 = \check{f}_1 + b_0 u \\
\check{f}_1 = -\lambda_2 L^{1/2} |\hat{\xi}_2 - \xi_1|^{1/2} \text{sign}(\hat{\xi}_2 - \xi_1) + \hat{\xi}_3 \\
\dot{\hat{\xi}}_3 = -\lambda_1 L \text{sign}(\hat{\xi}_3 - \check{f}_1) \\
$$

(4.6)

where $\lambda_1 = 5$, $\lambda_2 = 10$ and $\lambda_3 = 5$.

Figure 4.1 shows the simulation results of the proposed controller with a sinusoidal reference signal. The first subplot demonstrates the speed response and the second subplot displays the control effort. As illustrated, the speed tracks the reference signal very effectively. Moreover, the control force does not exhibit any chattering effects.

**Figure 4.1: The Speed Response and Control Effort of Sinusoidal Reference Signal**

Figure 4.2 demonstrates the tracking of the drift term by the proposed observer. As shown in the figure, the observer accurately tracks the drift signal after a certain (finite) time.

**Figure 4.2: The Actual and Observed Drift Term**

Figure 4.3 shows a comparison between the actual and observed state. It is clear from the figure that the observed state follows the actual state component $\xi_2$ accurately.

**Figure 4.3: The Actual and Observed State $\xi_2$**

The validity of the proposed controller for a square waveform as the reference speed for the DC motor is discussed below.

Figure 4.4 shows the simulation results of the proposed controller for speed control of the DC motor with a square wave reference signal. The first subplot shows the tracking of reference signal and second subplot demonstrates the controller effort. As illustrated, the speed follows the reference signal precisely.

**Figure 4.4: The Speed Response and Control Effort**

Figure 4.5 exhibits the tracking of the drift term by the proposed observer. As shown by the figure, the observer precisely tracks the drift signal after a certain (finite) time.

**Figure 4.5: The Actual and Observed Drift Terms**
Figure 4.6 shows the actual and observed state $\xi_2$ of the system. The graph reveals that the state is estimated exactly.

![Figure 4.6: The Actual and Observed State $\xi_2$](image)

The results compare favourably with those of (Freidovich and Khalil, 2006).

5. CONCLUSIONS

A new robust feedback linearization scheme is proposed in this paper based on a modified robust exact differentiator. The states and uncertainties are estimated by the observer using back injection of the control effort. Finite time convergence of the observer is proved and the separation principle is satisfied. The design is verified through simulations on a benchmark example of a DC motor.
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