A hybrid algorithm for solving two-stage stochastic integer problems by combining evolutionary algorithms and mathematical programming methods
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Abstract
We propose a new hybrid algorithm to solve linear two-stage integer programs (2SIPs) based on stage decomposition. The master algorithm performs a search on the first stage variables by an evolutionary algorithm (EA), the decoupled scenario problems are solved by mathematical programming. The approach is applied to a real-world scheduling problem with uncertainties. The performance of different EAs, namely a genetic algorithm and an evolution strategy for integer programming, is compared to that of the solution of a monolithic 2SIP using mathematical programming.
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1. Introduction
Design and operational problems in the processing industries are usually characterized by uncertainties in parameters (Sahinidis, 2004). A promising approach to deal with these uncertainties is the use of stochastic integer programming (Birge and Louveaux, 1997). In a recent publication, Sand and Engell (2004) presented a linear two-stage stochastic integer program for the online-scheduling of an industrial multi-product batch plant. Sand and Engell (2004) applied the scenario decomposition algorithm of Carøe and Schultz (1999), which was shown to generate high quality solutions in reasonable computing times. However, most of the computing time is spend on generating bounds on the optimal solution rather than on the generation of good feasible solutions.
Two-stage stochastic programs represent optimization problems in which some of the decisions have to be made under uncertainty and the remainder can be made after the uncertainty has been realized. Birge and Louveaux (1997) state a linear two-stage stochastic integer program (2SIP), in which the uncertainty is represented by a finite number of scenarios $\omega$ with corresponding probabilities $\pi_\omega$, as its deterministic equivalent mixed-integer linear program (MILP):

$$\max_{x, y_\omega} c^T x + \sum_{\omega=1}^\Omega \pi_\omega q_\omega^T y_\omega \quad \text{s.t.} \quad T_\omega x + W_\omega y_\omega \leq h_\omega, x \in X, y_\omega \in Y, \omega = 1, \ldots, \Omega. \quad (1)$$

The variables are assigned to 1st and 2nd stage vectors $x$ and $y_\omega$, which belong to polyhedral sets $X$ and $Y$ with integer requirements. The $x$-vector represents “here and now”-decisions which are applied regardless of the future evolution and thus have to be identical for all scenarios. In contrast, the $y_\omega$-vectors denote scenario-dependent recourses under the assumption that the respective scenario realizes. The uncertainties may affect any parameter of the model, such that $\Omega$ different matrices and right hand sides $T_\omega$, $W_\omega$, and $h_\omega$ may arise. The objective is to maximize the first stage profit plus the expected second stage profit computed using the weighting-vectors $c$ and $q_\omega$.

The 2SIP according to Eq. (1) exhibits a characteristic block-angular matrix structure (Fig. 1, left). With fixed first stage variables $x$, the 2SIP decomposes into decoupled second stage scenario sub-problems, which can be solved separately (Fig. 1, right).

The main idea of the EA/MILP algorithm is to let a master algorithm perform the search on the first stage variables $x$ by an evolutionary algorithm and to solve the decoupled sub-problems for a given $x$ by mathematical programming. The objective value $f(x)$ is interpreted as the “fitness” of an individual of the EA. In contrast to stage decomposition based mathematical programming methods (e.g. the “L-shaped decomposition”), EAs do not suffer from a lack of convexity of the value function, i.e. the optimal second stage objective as function of $x$. However, the hybrid algorithm is not able to provide lower bounds in contrast to mathematical algorithms.

In this work we compare two different EAs: a genetic algorithm (GA), which typically operates on a bit-string representation with recombination as the main operator, and an evolution strategy (ES) for integer programming with geometric mutation, which adapts the mutation strength during the course of evolution (Beyer and Schwefel, 2002).

The GA used here (Goldberg, 1989) operates on a bit-string of the dimension $n$ with a population size $\mu$ typically in the range of $[30; 50]$ and generates an identical number of offspring $\lambda=\mu$. The recombination is defined as uniform crossover with a probability of $p_c$ typically from the interval $[0.6;1]$. The mutation operator inverts single bits and its
The probability is typically $p_{a}=1/n$. The ($\mu+\lambda$) selection chooses the best $\mu$ individuals from a set of $\mu$ parents and $\lambda$ offspring. The strategy parameter vector is $s_{a,b}= (\mu, \lambda, p_{c}, p_{m})$.

The ES employed here (Rudolph, 1994) uses a population size of $\mu=10$ with a recommended number of offspring $\mu/\lambda \approx 1/7$. The dominant recombination takes the parameters from one of two uniformly selected parents with equal probability. The intermediate recombination uses the arithmetic mean of both parents’ parameters. Usually, the object parameters (search space) are recombinated by the dominant method and the strategy parameters by the intermediate method. The mutation operator with a constant mutation rate adds values from a geometric distribution scaled by the adaptive mean mutation step size $\sigma$ to the integer parameters. The initial value of $\sigma$ should be set to 10% of the range of the object parameters. If a parent individual exceeds the maximum age $\kappa = 5$, it is not further considered in the ($\mu, \kappa, \lambda$)-selection that chooses the best individuals from a set of $\mu$ parents and $\lambda$ offspring. The vector of strategy parameters is $s_{ES}= (\mu, \kappa, \lambda, \sigma)$.

3. The real world benchmark example

The aggregated scheduling model of a multi-product batch plant for the production of polymers with uncertainty in the demands serves as a real world example (Sand and Engell, 2004). As shown in Fig. 2, two types (A/B) of expandable polystyrene (EPS) in five grain size fractions each are produced from a number of raw materials (E).

![Figure 2. The flow sheet of the EPS-process.](image)

The preparation stage and the polymerization stage operate in batch mode, the finishing lines operate continuously. For each EPS-type, five recipes exist which determine the grain size distribution such that each batch yields a main product and four coupled products. If a minimum feed to a finishing line cannot be provided, this line has to be shut down temporarily. The objective is to maximize the profit calculated from sales revenues, production costs, storage costs and penalties for lateness and for finishing line switches. The decisions are the discrete choice of recipes and their starting times. The model used is based on a discrete representation of time with a scheduling horizon of up to $n=10$ intervals $i \in I = \{1, 2, 3, \ldots, n\}$. The uncertainty is represented by $\Omega$ demand scenarios of equal probability. The intervals $\{i \in I \mid i < 4\}$ are defined as the first stage intervals. The first stage decisions are the discrete choice of recipes in these intervals and are modelled by a vector of $n=30$ integer variables $x \in X^n$. $X = \{0, 1, \ldots, 12\}$. 
We define two test problems, which differ in the number of demand scenarios and in the number of second stage intervals (see Tab. 1). Since our work aims at real-time applications, the CPU-time is limited to 4 hours.

<table>
<thead>
<tr>
<th>Test problem</th>
<th>Model type</th>
<th>$T^1$, $T^2$ stage intervals</th>
<th>Demand scenarios $\Omega$</th>
<th>Continuous variables</th>
<th>Integer variables</th>
<th>Constraints</th>
</tr>
</thead>
<tbody>
<tr>
<td>EPS-I</td>
<td>monolithic 2SIP</td>
<td>3; 7</td>
<td>128</td>
<td>64,001</td>
<td>17,920</td>
<td>45,539</td>
</tr>
<tr>
<td></td>
<td>single scenario MILP</td>
<td>3; 7</td>
<td>1</td>
<td>531</td>
<td>110</td>
<td>327</td>
</tr>
<tr>
<td>EPS-II</td>
<td>monolithic 2SIP</td>
<td>3; 4</td>
<td>16</td>
<td>5601</td>
<td>1,568</td>
<td>4,083</td>
</tr>
<tr>
<td></td>
<td>single scenario MILP</td>
<td>3; 4</td>
<td>1</td>
<td>381</td>
<td>68</td>
<td>228</td>
</tr>
</tbody>
</table>

4. The experimental set-up of the hybrid algorithm

The algorithmic framework was implemented in C/C++ using 'TEA' (Emmerich and Hosenberg, 2000), a library for the design of standard and non-standard EAs. For the MILP sub-problems GAMS/CPLEX 8.1 (CPLEX, 2002) is used. The calculations were performed on a 2.4 GHz Linux machine with 1 GB of memory.

Since the first stage decisions $x$ are a vector of integer variables, a $n_{ES}=30$ dimensional vector $x_{ES} \in X_{ES}^{n_{ES}}, X_{ES} = \{0,1,...,12\}$, was chosen as the ES representation. The GA representation is based on a 4-bit binary code for each integer and results in a $n_{GA}=120$ dimensional bit string $x_{GA} \in X_{GA}^{n_{GA}}, X_{GA} = \{0,1\}$. The integer coding leads to $2.62 \times 10^{33}$ combinations, the binary coding to $1.33 \times 10^{16}$. Because of the resource constraints $g(x) \leq 0$ the search space is highly constrained and only $8.50 \times 10^{15}$ feasible solutions exist.

An initial population of $\mu$ feasible individuals with a high diversity helps the EA to converge to a good solution quickly. The search space is heavily constrained, so it is not possible to generate enough feasible solutions from random integer numbers in a reasonable time. Thus we applied constraint propagation with domain reduction techniques to the hierarchy of constraints within a decision tree representation. The creation of 50 feasible solutions takes only 0.5s and is independent of the size of the second stage.

The problem was formulated as a minimization problem. To handle the constraints, the original objective function $f(x)$ was replaced by $F(x)$ which penalizes the distance to the feasible region and always prefers feasible to infeasible solutions (Deb, 2001):

$$F(x) = \begin{cases} f(x) & \text{if } x \text{ feasible} \\ f_{\text{max}} + \sum_{i=1}^{n} g_i(x) & \text{otherwise} \end{cases}$$

(2)

The parameter $f_{\text{max}}$ denotes the worst feasible solution (Deb, 2001). The evaluation of a feasible individual takes ~60s for EPS-I and ~2.5s for EPS-II, whereas the calculation of the penalty requires less than $10^2$s.

From 1,500 uniformly distributed feasible solutions generated by CP (see 4.2), the range of the objective function of EPS-I was [-78, -55] with the majority of solutions around -73, and of EPS-II it was [-48, -25] with the most solutions around -40. An absolute MILP integrality gap of 1.0 for EPS-I and 0.5 for EPS-II led to a sufficient accuracy of the sub-problem solutions.
In general, an EA does not provide a lower bound of \( f(x) \). A guaranteed lower bound was computed by the solution of the 2SIP with integer relaxation (R-2SIP) and by the perfect information (PI-2SIP) assumption (Birge and Louveaux, 1997), see Tab 3.

5. Results and analysis

We started the numerical experiments for the GA and the ES with a feasible initial population and applied the recommended strategy parameters \( \mu = 50, \lambda = 70, \alpha = 1.2 \). To improve the results, a set of experiments was conducted with \( EPS-II \) by varying one strategy parameter at a time and keeping the others constant. For the GA the original parameters obtained the best performance, for the ES we found a better performance without recombination of the object parameters and with discrete recombination of the step size. Table 2 displays the best objective after a certain CPU user time for typical results out of several EA/MILP runs compared to the solution of a monolithic 2SIP.

<table>
<thead>
<tr>
<th>CPU-time</th>
<th>0.5h</th>
<th>1h</th>
<th>2h</th>
<th>3h</th>
<th>4h</th>
<th>R-2SIP</th>
<th>PI-2SIP</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>EPS-I</strong></td>
<td>2SIP CPLEX obj</td>
<td>+59.75</td>
<td>+59.75</td>
<td>+59.75</td>
<td>+59.75</td>
<td>+59.75</td>
<td>-92.48</td>
</tr>
<tr>
<td>GA/MILP</td>
<td>obj</td>
<td>-74.68</td>
<td>-74.71</td>
<td>-74.71</td>
<td>-75.64</td>
<td>-75.64</td>
<td>--</td>
</tr>
<tr>
<td>GA evaluations</td>
<td>25</td>
<td>39</td>
<td>141</td>
<td>252</td>
<td>336</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>ES/MILP</td>
<td>obj</td>
<td>-76.24</td>
<td>-76.24</td>
<td>-76.52</td>
<td>-76.52</td>
<td>-76.63</td>
<td>--</td>
</tr>
<tr>
<td>ES evaluations</td>
<td>33</td>
<td>88</td>
<td>181</td>
<td>254</td>
<td>314</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>GA/MILP</td>
<td>obj</td>
<td>-45.82</td>
<td>-47.28</td>
<td>-48.12</td>
<td>-48.12</td>
<td>-48.12</td>
<td>--</td>
</tr>
<tr>
<td>GA evaluations</td>
<td>1,098</td>
<td>2,159</td>
<td>4,437</td>
<td>6,587</td>
<td>8,722</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>ES/MILP</td>
<td>obj</td>
<td>-47.41</td>
<td>-47.56</td>
<td>-49.5</td>
<td>-50.41</td>
<td>-51.03</td>
<td>--</td>
</tr>
<tr>
<td>ES evaluations</td>
<td>878</td>
<td>1,720</td>
<td>4,769</td>
<td>6,787</td>
<td>8,911</td>
<td>--</td>
<td>--</td>
</tr>
</tbody>
</table>

* Trivial solution, all integer variables are equal to zero.

For the large model \( EPS-I \), both EA/MILP approaches generated a feasible solution quickly, but did not improve beyond the best results of a random sampling of the feasible solutions (see Sec. 4.3). The reason is the large problem size; only 314 ES evaluations were performed within 4 hours, which is not more than four generations. For the smaller problem \( EPS-II \), reasonable solutions were found after a short period of time. The monolithic 2SIP and the GA/MILP algorithm converge slowly whereas the ES/MILP improves faster towards the global optimum. The guaranteed gap is less than 2%. For the GA it was found that the object parameters converge also and the population loses diversity. This is not the case in the ES, probably because of the maximum life span of the individuals and because the recombination of the object parameters is omitted.

Fig. 4 displays the fitness \( F(x) \) of the feasible offspring (left) and of the infeasible offspring (right) plotted versus the number of EA fitness evaluations for a typical ES/MILP run. Note, that due to the penalty function the fitness of infeasible solutions is always greater than \( f_{max} = 0 \). In the average, more than one third of the offspring is feasible.
A hybrid EA/MILP algorithm for 2SIPs was presented and applied to a real-world scheduling example. As a next step, the problem specific effects of the EA operators as well as the influence of the shape of the fitness function will be analyzed. In general, the efficiency of the EA/MILP depends (1) on an efficient EA and (2) the fast solution of the sub-problems. In future work (1) is tackled by a problem specific EA based on a decision tree that represents only feasible solutions. The second part will be tackled by adaptive accuracy and approximate solutions. The EA/MILP approach is easy and general to use and can be extended to multi-layer problems. The EA master problem can handle any logic or non-linear constraints. For real-time applications the decomposition enables the parallel solving of the individuals or sub-problems.

6. Conclusions and recommendations

A hybrid EA/MILP algorithm for 2SIPs was presented and applied to a real-world scheduling example. As a next step, the problem specific effects of the EA operators as well as the influence of the shape of the fitness function will be analyzed. In general, the efficiency of the EA/MILP depends (1) on an efficient EA and (2) the fast solution of the sub-problems. In future work (1) is tackled by a problem specific EA based on a decision tree that represents only feasible solutions. The second part will be tackled by adaptive accuracy and approximate solutions. The EA/MILP approach is easy and general to use and can be extended to multi-layer problems. The EA master problem can handle any logic or non-linear constraints. For real-time applications the decomposition enables the parallel solving of the individuals or sub-problems.
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