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Abstract—A new method for numerical simulation and parameter identification of fractional order models is presented in this paper. A Digital Adjustable Fractional Integrator is proposed to improve the numerical simulation of fractional order systems. The main feature of this tool consists in: the important reduction of simulation run time, operate as a one-step forward predictor and, consequently, it can be used for real-time numerical simulation and identification of different fractional order systems using the same structure. The consistence, convergence and stability of the proposed method are proved. Finally, some numerical results are presented to demonstrate the effectiveness of the proposed approximation.

I. INTRODUCTION

Fractional order systems, also known as fractional filters, have been introduced long ago in various fields of science such as viscoelasticity and biomedical engineering [1], [2], [3], chemistry [4]; [5]; [6] and, particularly, in the fields of signal processing [7]; [8]; [9] and automatic control [10]; [11]; [12]; [13]; [14]. Hence, their analog and digital simulation and implementation are important research topics.

A major difficulty with fractional models is its time-domain simulation. Often, the analytical solution of a model’s output is not simple to compute. During the last 20 years, many methods are developed in order to simulate non-integer order fractional systems. Two types of methods can be considered. The first one, also called direct methods, are based on a numerical approximation of the non-integer order operator. The second ones, called indirect methods, are based on the simulation of the continuous fractional model with the help of a specific operator or representation [15]; [16]; [17]; [18]; [19]; [20].

In direct methods, the fractional derivation is replaced by a numerical approximation in order to obtain a recurrent equation directly used for simulation [21]. Different types of approximations can be used in this context: the most commonly used method is that directly related to the Grunwald-Letnikov (GL) definition [11]. This method is very simple to use. However, the simulation requires, for each step, the computation of sums of increasing dimension with time. This makes real-time simulation hard to achieve and amplify greatly any noise present in the data. This is a real constraint when this approximation is used for model identification and parameter estimation.

In [20] a design of an analog variable fractional order differentiator and integrator, in a given frequency band, was presented. The main feature of this analog variable fractional order integrator or differentiator is that its frequency characteristics can be changed without redesigning a new one. This gives a useful tool to approximate and simulate different fractional systems using fixed fractional order filter structure.

In this paper, a new technique for numerical simulation of fractional systems using Digital Adjustable Fractional Integrator (DAFI), obtained by discretisation of an optimal analog variable fractional integrator, will be proposed. This technique leads to one-step forward recurrent equation directly used for numerical simulation and parameters identification of different fractional order systems with a very high speed compared to the classical methods. Moreover, the memory is considerably reduced and the accuracy is increased. Practical use of embedded processors for fractional digital filtration of signals in real time is then possible.

This paper is divided in 5 parts. The first one presents the analog fractional order approximation. The second part is devoted to the presentation of the proposed DAFI. Parts three presents the main methods used in order to simulate fractional systems. In the fourth part, a new technique for parameters identification of fractional systems using DAFI is presented. Simulation examples are illustrated in the fifth part to illustrate the effectiveness of the proposed method.

II. ANALOG RATIONAL FUNCTION APPROXIMATION OF FRACTIONAL ORDER INTEGRATOR

The analog fractional order integrator is represented by the following irrational transfer function:

\[ G(s) = s^{-\alpha} \quad , \quad \alpha \in \mathbb{R}^+ \] (1)

In a given frequency band of interest \([\omega_L, \omega_H]\), equation (1) can be approximated by a rational transfer functions as [22]:

\[ G(s) = s^{-\alpha} \approx \sum_{i=0}^{N} \frac{h_i(\alpha)}{1 + s/p_i(\alpha)} \quad , \quad 0 < \alpha < 1 \] (2)

For a given frequencies \(\omega_L\) and \(\omega_{\text{max}}\) such that \(\omega_L << \omega_H\) and \(\omega_{\text{max}} >> \omega_H\) and a given approximation error \(\varepsilon \ dB\), the poles \(p_i\) and the residues \(h_i\), for \(i=0,1,...,N\) of the above approximation are given by:
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\[ p_i(\alpha) = p_0(ab)^i \]  

(3) \[ h_i(\alpha) = K \frac{1}{N} \prod_{j=0, j \neq i}^{N-1} \left( 1 - \frac{(ab)^{(i-j)}}{a} \right) \]  

(4) where \( a, b, p_0, K, \) and \( N \) are given by: 
\[ a = 10^{\frac{\epsilon}{10(1-\alpha)}}, \quad b = 10^{\frac{\epsilon}{10\alpha}}, \quad ab = 10^{\frac{\epsilon}{10\alpha(1-\alpha)}}, \]  
\[ p_0 = \omega_c 10^{\frac{\epsilon}{20\alpha}}, \quad K = 1/\omega^2 \]  

(5) \[ N = \text{Integer} \left[ \frac{\log(a_{\text{max}})}{\log(ab)} \right] + 1 \]  

(6) III. DIGITAL ADJUSTABLE FRACTIONAL ORDER INTEGRATOR

From equations (3) and (4) we can easily see that the poles and the residues of the rational function approximation of the fractional order operators depend on the fractional order \( \alpha \). Charef et al. in [20] proposed a design of an Analog Variable Fractional order Integrator (AVFI) that can be implemented by the following structure:

\[ G(s) = s^{-\alpha} = \sum_{i=0}^{N} \frac{h_i(\alpha)}{1 + s/p_i(\alpha_0)} \]  

(7) where \( 0 < \alpha < 1 \) and \( \alpha_0 \) is a fixed real number such that \( 0 < \alpha_0 < 1 \).

In this section, a generalization of (7) is proposed. Using some mathematic manipulations, it can be easily demonstrated that the optimal values of \( \alpha_0 \) giving the best approximation of \( G(s) \) for \( \alpha \in \mathbb{R} \) is \( \alpha_0 = 0.5 \), therefore, the residues \( h_i \) can be given by:

\[ h_i(\alpha) = \left[ w_c 10^{e(0.2\alpha-0.1)} \right]^{-\alpha} \prod_{j=0, j \neq i}^{N-1} \left( 1 - 10^{-0.4e(i-j-\alpha)} \right) \]  

(8) The mathematical development of this optimization is outside the scope of the present paper, and it will be the topics of a further publications.

The main feature of this adjustable analog fractional order filter is that their frequency characteristics depend only on the parameter \( \alpha \) with fixed real negative poles \(-p_i(\alpha_0)\). Consequently, their implementation is simple, stable and valid for the whole range of the fractional order \( \alpha \).

For a given values of \( w_c \) and \( \epsilon \), equation (7) can be written as:

\[ G(s) = \frac{Y_\alpha(s)}{Y(s)} = \sum_{i=0}^{N} \frac{h_i(\alpha)}{1 + \tau_i s} \]  

(9) where \( h_i(\alpha) \) is given by (8) for \( \alpha \in \mathbb{R} \) and

\[ \tau_i = \frac{1}{p_i(0.5)} \]  

(10) From equation (9) we can write:

\[ Y_\alpha(s) = \sum_{i=0}^{N} h_i(\alpha) Y_i (s) \]  

(11) where \( Y_i(s) = \frac{Y(s)}{1 + \tau_i s} \) The \( Z \) transform of equation (12) with ZOH block gives:

\[ y_i(k) = \frac{1-e^{-T/\tau_i}}{z-e^{-T/\tau_i}} y(k-1) + \left( 1 - e^{-\frac{T}{\tau_i}} \right) y(k-1) \]  

(14) Therefore, the numerical fractional order integration \( y_a \) of \( y_i \) can be evaluated as:

\[ y_a(k) = \sum_{i=0}^{N} h_i(\alpha) y_i (k) \]  

(15) IV. NUMERICAL SIMULATION OF FRACTIONAL SYSTEMS USING DAFI

Consider the generalized continuous fractional transfer function given by

\[ G(s) = \frac{\sum_{i=0}^{N} b_i s^{-\beta_i}}{1 + \sum_{i=1}^{N} a_i s^{-\alpha_i}} \]  

(16) Figure 1 presents the block diagram of the proposed digital filter implementing the adjustable digital fractional order integrator of equation (15).
where $a_n, b_m, \ldots, a_{n_2}, b_{m_2}$ are real positive numbers and $a_n, b_m$ are real parameters.

Using the DAFI proposed in section 3, a one-step forward linear regression for numerical simulation of fractional system (16) can be obtained as:

$$y(k) = -\sum_{n=1}^{n_a} a_n y_a_n(k) + \sum_{m=0}^{m_b} b_m u_{\beta_m}(k)$$ (17)

where $y_a_n, n=1, 2, \ldots, n_a$, is given by equation (15) and

$$u_{\beta_m}(k) = \sum_{i=0}^{N} h_i(\beta_m) u_i(k), \quad m=1, 2, \ldots, m_b,$$ (18)

$$u_i(k) = e^{-\frac{T}{\alpha_i}} u_i(k-1) + \left(1 - e^{-\frac{T}{\alpha_i}}\right) u(k-1)$$ (19)

Figure 2 presents the simulation scheme of fractional order models represented by the given structure (16).

V. FRACTIONAL SYSTEM IDENTIFICATION USING DAFI

Consider time domain identification and parameter estimation of model (16) using $K$ data pairs $\{u(k), y(k)\}$, where $y(k)$ represents noise disturbed values of true output. Prior knowledge is generally used to fix the fractional integrations orders $\alpha_1, \ldots, \alpha_{n_a}, \beta_0, \ldots, \beta_{m_b}$.

The proposed estimation method consists of computing fractional integrations of input/output signals from sampled data using the DAFI presented in section 3. Consequently, a one-step forward linear regression can be obtained using equation (17). Then, the output can be written in a linear regression form as:

$$y(k) = \varphi^T(k) \theta$$ (20)

where parameters and regression vectors are respectively given by:

$$\theta = [a_1 \ldots a_{n_a}, b_0 \ldots b_{m_b}]^T$$ (21)

$$\varphi(k) = [-y_a_1(k) \ldots -y_{a_{n_a}}(k), u_{\beta_0}(k) \ldots u_{\beta_{m_b}}(k)]^T$$ (22)

Estimated parameters $\hat{\theta}_k$ can be obtained using the prediction error method minimizing the least squares criterion:

$$\hat{\theta}_k = \arg \min_{\theta} \left\{\frac{1}{k} \sum_{i=1}^{k} [y(i) - \hat{y}(i, \hat{\theta}_k)]^2\right\}$$ (23)

where

$$\hat{y}(i, \hat{\theta}_k) = \varphi^T(i) \hat{\theta}_k$$ (24)

Figure 3 summarizes the principle of the proposed technique.

The solution of (23) is given by the classical least squares:

$$\hat{\theta} = (\varphi^T \varphi)^{-1} \varphi^T Y$$ (25)

where

$$\varphi = [\varphi(1) \varphi(2) \ldots \varphi(k)]$$ (26)

$$Y = [y(1) y(2) \ldots y(k)]^T$$ (27)

A recursive version of (25) denoting by recursive least squares estimation can be given as [23]:

$$\hat{\theta}_{k+1} = \hat{\theta}_k + P_k \varphi(e_k) e(k)$$

$$P_{k+1} = P_k \frac{P_k \varphi(e_k) \varphi^T(k) P_k}{1 + \varphi^T(k) P_k \varphi(e_k)}$$ (28)

$$e(k) = y(k) - \varphi^T(k) \hat{\theta}_k$$

$$u(k)$$

Figure 3. Identification scheme using DAFI filter.

VI. ILLUSTRATIVE EXAMPLES

A. Example 1

Consider the fractional integrator given by:

$$G_1(s) = \frac{1}{s^{0.25}}$$

This integrator was chosen for comparing the various approximation methods, since the analytical expression of the step response is known as [21]:

$$y_1(t) = \frac{1}{\Gamma(1.25)} t^{0.25}$$

where $\Gamma$ is the gamma function.

The step response of $G_1(s)$ can be evaluated using the analytical method, the GL approximation and the proposed DAFI presented in figure 1 within the frequency range $[10^{-6}, 10^6] rd/s$ and a sampling time $T = 0.1$. 2617
Figure 4 shows a comparison between the frequency response of $G_1$ and its DAFI approximation. It can be seen that the curves are superposed in the frequency band of interest. Figure 5 shows that the step response using the proposed filter is in good agreement with the analytical solution where the GL method fits only its initial values. Also, the simulation with this approach is more than 1000 times faster than the GL method.

C. Example 3

Let us consider the more general fractional continuous linear system:

$$G_3(s) = \frac{s^{0.8} + 4}{s^{1.5} + 0.5s^{0.7} + 4}$$

Figure 7 shows the step responses with the proposed filter and the GL method. It can be seen that the GL method gives an important steady state error where the ADFI response converges to the true theoretical final value.

D. Example 4

Let us now consider parameter identification of the following fractional order model:

$$G_4(s) = \frac{b_0}{s^{2\alpha} + a_4s^{\alpha} + a_2}$$

where $\alpha = 0.7$, and $b_0$, $a_4$ and $a_2$ are real numbers.

We simulate the fractional order model $G_4$ with a giving values $b_0 = 1$, $a_4 = 0.5$ and $a_2 = 2$ using a pseudo random binary sequence input to generate 500 data pairs {$u(k), y(k)$}. For this purpose, a frequency interval equal to
12 decades is used, with $\omega_b = 10^{-6}$ rad/s, $\omega_h = 10^6$ rad/s and a sampling time $T = 0.01$s.

Output are disturbed by a white noise with signal to noise ratio: $S/N = 20\,dB$.

We perform the parameter estimation of $G_a$ using recursive least squares method with both the proposed DAFI filter and the GL approximation. Results are shown in figure 8 and table I. It can be seen clearly that the proposed method allows us to restore accurately the parameters of the studied system.

In order to study the convergence and the precision of the proposed algorithm, Monte Carlo simulation is performed using 50 realizations of input and output data pairs with the same excitation $\{u(k)\}$, but with different white noises with the same ratio $S/N$. Obtained results are presented in Table II. We verify that the estimations with DAFI give the best results.

<table>
<thead>
<tr>
<th>TABLE I</th>
<th>EXACT AND ESTIMATED PARAMETERS OF $G_a$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$a_1$</td>
</tr>
<tr>
<td>Exact values</td>
<td>0.5</td>
</tr>
<tr>
<td>Estimation with DAFI</td>
<td>0.4781</td>
</tr>
<tr>
<td>Estimation with GL</td>
<td>0.8820</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE II</th>
<th>MONTE CARLO SIMULATION (MEAN OF 50 REALIZATIONS)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$a_1$</td>
</tr>
<tr>
<td>Exact values</td>
<td>0.5</td>
</tr>
<tr>
<td>Estimation with DAFI</td>
<td>0.4993</td>
</tr>
<tr>
<td>Estimation with GL</td>
<td>0.7781</td>
</tr>
</tbody>
</table>

VII. CONCLUSION

In this paper, a very simple and straightforward design technique for an optimal digital adjustable fractional order integrator $s$-$m$, for $\alpha \in \mathcal{R}^+$, has been developed based on discretization of their stable adjustable analogue rational function approximation in a given frequency band of interest.

The main feature of this filter is that their frequency characteristics can be adjusted using only fractional order $\alpha$ with fixed structure. Consequently, their implementation is simple, stable and useful for numerical simulation of any fractional order system. This technique improves the accuracy, the speed and the stability of the simulation algorithm.

The good results obtained from the four design examples show the efficiency and the effectiveness of the proposed method. This type of implementation will play an important role in the identification of fractional systems, signal processing and control, especially for the online identification of non-stationary systems and tuning of fractional $P^{\alpha}D^\beta$ controllers.

Practical use of embedded processors implementing this filter for real time data acquisition and signal filtering is an important perspective of this work.
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